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Abstract. We consider the problem of releasing microdata from categorical variables in the form of large confidentialised contingency tables. Several algorithms have been designed for this purpose, most of which are based on the idea of multiple imputation for nonresponse. While some offer some strong guarantee of privacy protection, such as differential privacy, others merely rely on the published observations not corresponding directly to real respondents. We consider here the difficulty of offering confidentiality guarantee when creating synthetic datasets by sampling from posterior predictive distributions, and propose a possible general mechanism for releasing differentially-private synthetic datasets using this method.

1 Introduction

Data collectors usually have a responsibility to protect the personal information of their respondents when they publish datasets or results from statistical analyses. This responsibility is sometimes imposed by law, as for the census data, or the consequence of a confidentiality promise made to the respondent during data collection.

Varied approaches are used to offer this confidentiality protection. The interested reader can see Duncan et al. (2011) and Hundepool et al. (2012) for a survey of the methods, and references therein for details. One may broadly divide these Statistical Disclosure Control (SDC) methods into two categories: those which publish protected versions of summary statistics or statistical output, and those which publish protected versions of the microdata. Our preference is for methods of the second kind, as they do not require that the data disseminators know which models are of interest for all of the data users. This paper is thus concerned with the creation of such protected datasets, which we refer to as synthetic datasets. We moreover focus on the case of contingency tables, though the main ideas may be applicable for other types of data.

A general approach to creating synthetic datasets is based on the idea of multiple imputation for non-response, and was proposed in Rubin (1993). It simply involves
modeling the dataset with some appropriate Bayesian model, and then sampling a synthetic dataset from the posterior predictive distribution. This offers a very flexible framework for the creation of synthetic datasets, and has been the source of an important amount of research in the SDC community (see Reiter (2011) and Dreschler (2012) for reviews of SDC using synthetic datasets).

The privacy guarantee of such mechanism has however not been well-established. It was originally assumed that the fact that the individuals in the released dataset did not correspond to any individual in the real population was sufficient to ensure confidentiality protection. While this helps reduce re-identification of the respondents, inferential disclosure is still a concern, that is one could infer with certainty or with high probability the characteristics of an individual of interest in the population from the published synthetic dataset and possibly auxiliary information.

In the reminder of this paper, we will discuss an approach to generating synthetic contingency tables with provable confidentiality guarantee protection, which is based on the rigorous criterion of differential privacy. We first present different models for generating synthetic contingency tables in section 2. Section 3 introduces the criterion of differential privacy and its application to the context of generating synthetic data from a posterior predictive distribution, and our proposal to create differentially-private synthetic datasets. We offer a few concluding remarks in section 4.

2 Synthetic Contingency Tables Generation

The only published model for generating synthetic contingency tables from a posterior predictive distribution is the simple Dirichlet-Multinomial model. In this case, we simply consider the contingency table as a vector of counts $X = (x_1, \ldots, x_p)$, where $\sum_{i=1}^p X_i = n$, which we model with a Multinomial$(n, \pi)$ likelihood and the conjugate prior Dirichlet$(\alpha)$. Creating a synthetic dataset is as follows:

1. Sample parameters for the posterior distribution
   \[ \tilde{\pi} \sim \text{Dirichlet}(\alpha + X) \]

2. Sample a synthetic dataset
   \[ \tilde{X} \sim \text{Multinomial}(\tilde{n}, \tilde{\pi}) \]

The confidentiality guarantee of such a mechanism will depend on the choice of the hyperparameter $\alpha$: a larger $\alpha$ represents more a priori information and thus reduce the influence of the real dataset on the distribution of $\tilde{X}$, thereby limiting the influence that any one individual can have on the published output, and thus increasing the confidentiality guarantee. This will be made more rigorous in section 3.
The Dirichlet-Multinomial model clearly does not take the relationships between
the different variables in the dataset into account, and may create synthetic datasets
with bad inferential properties (see for e.g. Charest (2012)). A natural extension of
this model is to use a bayesian log-linear model for the counts in the contingency
table and create a synthetic dataset by sampling from its posterior predictive distribution.
This method was briefly considered in Charest (2012), but we are not aware
of other published work using log-linear models to generate synthetic contingency
tables. The main difficulty in this case is the choice of the specific log-linear model
to use, which is very difficult for high-dimensional datasets, particularly if the data
is sparse as is often the case in real applications.

A much more flexible nonparametric bayesian model was proposed in Dunson and
Xing (2009) and has recently been used for nonresponse imputation in Reiter and Si
Consider a contingency table with $d$ variables, and $d_j$ categories per variables. Let
$X_{ij}$ be the value of variable $j$ for individual $i$, for $i = 1, \ldots, n$ and $j = 1, \ldots, d$.
The values of $X_{ij}$ are assumed without loss of generality to be in the set $1, 2, \ldots, d_j$.
The DPMPM is then as follows:

$$X_{ij}|z_i, \phi \sim \text{Multinomial}(\phi_{z_j1}, \ldots, \phi_{z_jd_j}), \forall i, j$$

$$z_i|\pi \sim \text{Multinomial}(\pi_1, \ldots, \pi_\infty), \forall i$$

$$\pi_h = V_h \prod_{g<h} (1 - V_g), \text{for } h = 1, \ldots, \infty$$

$$V_h \sim \text{Beta}(1, \alpha)$$

$$\alpha \sim \text{Gamma}(a_\alpha, b_\alpha)$$

$$\phi_{hj} = (\phi_{hj1}, \ldots, \phi_{hjd_j})$$

This model presents several advantages from the point of view of the creation
of synthetic contingency tables. As shown in Dunson and Xing (2009), this model
"denes a prior with full support on the space of distributions for multiple unordered
categorical variables" and thus allow for any dependence structure between the variables.
This also means that model selection need not be performed prior to the
creation of the synthetic dataset, but is driven by the data as part of model fitting.
In addition, posterior distributions for all of the parameters can be obtained using a
simple Gibbs sampler. The sampler proposed in Reiter and Si (2013) is particularly
simple to implement as it truncates the infinite mixture to a set (large) number of
components to reduce the computation burden. We refer readers to their paper for
implementation details.

We believe that it model is especially well designed for the task of releasing syn-
thetic contingency tables. Indeed, simulation results by the author show promising
results for the use of this model to create synthetic datasets with regards to the
utility of such datasets, and should be the topic of future publication.
As a consequence, we think that the use of posterior predictive distributions to create synthetic contingency tables may gain more interest in the SDC literature. It will thus become more important to understand and quantify the confidentiality guarantee offered by such methods, and perhaps to modify them in order to offer strict confidentiality guarantees. This is the motivation for the ideas presented in the next section.

3 Privacy Guarantee

A significant portion of the literature on privacy guarantees for SDC methods focuses on estimating the probability of re-identification of individuals using various assumptions about the information available to the intruder, and these methods have been used successfully in several contexts. In the case of synthetic datasets however, the concern is not re-identification per say, but on the risk of inferential disclosure. A notable attempt at estimating this risk can be found in section 4 of McClure and Reiter (2012), and we believe that similar work will be necessary and useful for different data generation process. For this paper, we will however approach privacy guarantee from the point of view of the rigorous criterion of differential privacy.

Differential Privacy

Differential privacy was proposed in Dwork (2006) as a criterion to measure the confidentiality guarantee offered by any SDC mechanism. It is a very strict criterion which protects the information of any respondent in the database against an adversary with arbitrary auxiliary information, and in particular complete knowledge of the rest of the dataset. Formally, we say that a randomized function $\kappa$ gives $\epsilon$-differential privacy if and only if for all neighboring datasets $D_1$ and $D_2$, and for all $S \subseteq \text{range}(\kappa)$,

$$e^{-\epsilon} \leq \frac{\Pr[\kappa(D_1) \in S]}{\Pr[\kappa(D_2) \in S]} \leq e^{\epsilon}.$$ 

Two datasets are said to be neighboring datasets if they differ only on the values of one of the respondents. Also, $\epsilon$ characterizes the level of protection, smaller values of $\epsilon$ indicating greater protection.

Differentially-Private Synthetic Datasets

The definition of differential privacy allows any type of function $\kappa$. In the context of the generation of synthetic datasets, we can consider $\kappa$ to take as input a true dataset from the set of possible datasets, and return a synthetic dataset, again from the space of possible datasets.

For the Dirichlet-Multinomial model described in section 2, we can achieve differential privacy simply by through the choice of the hyperparameter $\alpha$. Indeed, one
can show this mechanism will give $\epsilon$-differential if and only if

$$\alpha_i \geq \frac{n}{\exp(\epsilon) - 1} \quad i \in 1, \ldots, p$$

where $\alpha = (\alpha_1, \ldots, \alpha_p)$. (Machanavajjhala et al. (2008))

No similar results have been obtained for synthetic datasets based on posterior distributions from log-linear models, or the DPMPM. In fact, the calculations required to show the result in the case of the Dirichlet-Multinomial model may prove too difficult in these cases. Instead, we present here a general method to obtain differentially-private synthetic contingency tables based on posterior predictive distributions. This method relies on the exponential mechanism, which we describe below.

**Exponential Mechanism**

The exponential mechanism was proposed in McSherry and Talwar (2007) as a general algorithm to sample outputs for publication in a differentially-private manner. Consider a dataset consisting of $n$ inputs each from domain $X$, with the goal to release an output in the range $\mathcal{R}$. Then, we must define a score function $q : \mathcal{D}^n \times \mathcal{R} \to \mathbb{R}$, which assigns a real-valued score to any pair $(x, r)$ in $X^n \times \mathcal{R}$. Any function $q(x, r)$ may be used, but in all cases a high score should mean that output $r$ is an appealing output to release for the input $x$. An $\epsilon$-differentially-private output $r$ can be obtained by sampling $r$ with probability proportional to

$$\exp \left( \frac{\epsilon}{2\Delta q} q(x, r) \right) \times \mu(r)$$

where $\mu$ is a base measure on $\mathcal{R}$ and

$$\Delta q = \max_{r \in \mathcal{R}, x_1, x_2 \text{neighbors}} |q(x_1, r) - q(x_2, r)|.$$

**Proposed Methodology**

Let $\mathcal{X} = (x_1, \ldots, x_n)$ be the database that we want to publish, and $l(x_i; \theta)$ represent the log-likelihood function evaluated at $x_i$, where $\theta$ is a vector of unknown parameters. Also, assume a prior distribution $p(\theta)$ for $\theta$. Without the requirement of differential privacy, one could sample a synthetic dataset $\hat{x}$ to publish directly from the posterior predictive distribution

$$p(\hat{x}|x_1, \ldots, x_n) = \int p(\hat{x}, \theta \mid x_1, \ldots, x_n) d\theta$$

$$= \int p(\hat{x} \mid \theta, x_1, \ldots, x_n)p(\theta \mid x_1, \ldots, x_n) d\theta$$
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according to one of the models presented in section 2.

To satisfy differential privacy, we suggest to use the exponential mechanism and incorporate the posterior predictive distribution in the score. An obvious choice for the score function is simply to set

\[ q(d, r) = q(x_1, \ldots, x_n, \tilde{x}) = p(\tilde{x}|x_1, \ldots, x_n). \]

The sampling step required in the exponential mechanism can be carried out using rejection sampling.

**Simple Illustration**

Consider the case where \( x_i \in \{0, 1\} \) for \( i = 1, \ldots, n \). We assume that \( x_i \sim \text{Binomial}(1, \theta) \) and suppose a prior \( p(\theta) = \text{Beta}(\gamma_1, \gamma_2) \). The posterior predictive distribution is then

\[
P(\tilde{x} = a|x = b) = \int_\theta P(\tilde{x} = a|\theta = p) P(\theta = p|x = b) \, d\theta
\]

\[
= \binom{n}{a} \frac{\Gamma(n + \gamma_1 + \gamma_2)}{\Gamma(b + \gamma_1)\Gamma(n - b + \gamma_2)} \frac{\Gamma(\gamma_1 + a + b)\Gamma(\gamma_2 + 2n - a - b)}{\Gamma(\gamma_1 + \gamma_2 + 2n)}
\]

Hence, for a given input \( x \), if \( q(d, r) = p(\tilde{x}|x_1, \ldots, x_n) \), we must sample an output \( r \) with probability

\[
\frac{\exp\left(\frac{\epsilon}{\Delta q} \binom{n}{r} \frac{\Gamma(n+\gamma_1+\gamma_2)}{\Gamma(x+\gamma_1)\Gamma(n-x+\gamma_2)} \frac{\Gamma(\gamma_1+r+x)\Gamma(\gamma_2+2n-r-x)}{\Gamma(\gamma_1+\gamma_2+2n)}\right)}{\sum_{r=0}^n \exp\left(\frac{\epsilon}{\Delta q} \binom{n}{r} \frac{\Gamma(n+\gamma_1+\gamma_2)}{\Gamma(x+\gamma_1)\Gamma(n-x+\gamma_2)} \frac{\Gamma(\gamma_1+r+x)\Gamma(\gamma_2+2n-r-x)}{\Gamma(\gamma_1+\gamma_2+2n)}\right)}
\]

This will ensure that the most probably outcome to be sampled by the exponential mechanism is the one with the highest posterior probability, but not that it will be the expected value of the exponential mechanism. Indeed, numerical experiments indicate that it is better to use the log of the posterior predictive probabilities in this case.

Set \( n = 50, d = x = 30, \epsilon = 0.5, \) and \( \gamma_1 = \gamma_2 = 1 \). We calculate the probabilities for each of the possible synthetic datasets \{0, 1, \ldots, 50\} directly using the exponential mechanism and 3 choices of score functions. Table 1 gives summary statistics of these distributions. Using the log posterior probabilities yields datasets with both higher posterior probabilities and smaller expected distance to the true dataset than the raw probabilities. We also see that \( q = -|d - r| \) outperforms both score functions in all metrics. However, we believe that this is caused by the simplicity of the dataset under consideration. For a contingency table, datasets with high posterior probabilities may not be the closest in Euclidean distance to the true dataset and we expect \( q(d, r) = \log(P(\tilde{x} = r|x = d)) \) our method to outperform \( q = -|d - r| \). More work is needed to extend our conclusions to other models.
Note that the choice of the log probabilities instead of the actual posterior predictive probabilities complicates the application of the exponential mechanism. Indeed, the score function can take any real value, and so we may no longer bound $\Delta q$ by 1. We thus need to calculate

$$
\Delta q = \max_{\tilde{x} \in \{0,1,\ldots,n\}} \max_{d_1,d_2 \in \{0,1,\ldots,n\}} \max_{s.t.|d_1-d_2|=1} |P(\tilde{x}|d_1) - P(\tilde{x}|d_2)|
$$

While this is easy to do in this simple illustration, it will not scale well to the size of the dataset and the complexity of the model.

<table>
<thead>
<tr>
<th>Score function $q(d,r)$</th>
<th>Most probable outcome</th>
<th>Expected outcome</th>
<th>Expected distance to true dataset</th>
<th>Expected posterior probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-</td>
<td>d-r</td>
<td>$</td>
<td>30</td>
<td>29.99962</td>
</tr>
<tr>
<td>$P(\tilde{x} = r</td>
<td>x = d)$</td>
<td>30</td>
<td>25.04738</td>
<td>13.142660</td>
</tr>
<tr>
<td>$\log(P(\tilde{x} = r</td>
<td>x = d))$</td>
<td>30</td>
<td>29.53010</td>
<td>5.308439</td>
</tr>
</tbody>
</table>

**Extension to Other Models**

The proposed methodology can in principle be extended to work with any bayesian model which we want to fit to the contingency table, in particular the DPMPM which we proposed to use for synthetic data generation in section 2. Of course, it will in general not be possible to write down the posterior probabilities in closed form as in the simple illustration, but since MCMCs are usually required to fit these more complicated model we will be able to obtain Monte Carlo estimate for them.

The main challenge of our proposed methodology lies in calculating $\Delta q$, and this is area of current research. In particular, we are considering an approximation to the value for a subset of the sample space which we believe to have a higher prior probability, which would yield a privacy guarantee akin to that of the $\delta-\epsilon$ differential privacy, a relaxation to the stricter $\epsilon$-differential privacy.
4 Discussion

In this paper, we first presented a new nonparametric bayesian model for large contingency tables, which we believe has a lot of potential for the generation of synthetic contingency tables. We then argued for the need to measure the confidentiality guarantee offered by synthetic datasets generated from posterior predictive distributions in such a way. Our approach is based on the criterion of differential privacy, and allows to sample an output for publication with a high posterior probability, while achieving the rigorous criteria of differential privacy. We presented an illustration in a very simple case, and offered suggestions for extension to more complicated models, but much work is needed to apply the methodology in real case scenarios.

Note that while this work is based on the criterion of differential privacy, we understand that it may prove too rigorous in many circumstances. Other approaches to quantifying the risk of inferential disclosure from synthetic datasets must also be studied. In particular, the method for risk assessment proposed in McClure and Reiter (2012), which has some of the flavor of differential privacy, is a promising avenue for further research.
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