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I. INTRODUCTION

1. This paper describes a model-based approach for imputation of categorical variables under edit constraints. The models considered belong to the flexible and widely used (for categorical data) class of loglinear models. The edit constraints are equivalent to the constraint that some value combinations must be zero (e.g. married=“yes” and age class= “0-10 year”). Such constraints are also known as structural zeros in the contingency table formed by all possible combinations of categories of all variables involved. The general approach is to estimate a loglinear model for the contingency table with structural zeros and then use the model based estimated cell probabilities (for the non-structural zeros) to impute for missing values.

2. Loglinear models usually do not consider more than 5 to 10 variables at a time, depending on the number of categories per variable. When an imputation model is build for the simultaneous imputation of all categorical variables in a social survey, the number of variables can greatly exceed these numbers. Consequently, the dimensionality of the contingency tables involved and the number of cells in these tables can become very large. The problem of imputation under edit constraints using loglinear models has already been described by Winkler (2003) who gives an example of a labour force survey where the number of cells is approaching $10^{23}$. The currently known algorithms are infeasible for such high dimensions due to memory restrictions and time considerations.

3. Another problem originates in the relative small number of respondents for a survey compared to the enormous space of the complete contingency table. Individual cell probabilities cannot (reliably) be estimated because the number of observations in most cells will be small and often zero. To deal with this problem we will consider only relatively simple loglinear models, i.e. models that do not include interactions between, say, three or more variables.

4. In Section II the constrained loglinear model is introduced. Section III shows how to estimate the parameters of this model for contingency tables of moderate size, based on the fully observed records (the complete cases). In Section IV an estimation method for high dimensional tables is proposed. Section V
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describes how to use the estimated model for imputation, and Section VI concludes the paper with some directions for extensions and future research.

II. CONSTRAINED LOGLINEAR MODELS

5. For notational simplicity we assume in Sections 2 and 3 that we are dealing with a two-dimensional contingency table. The spanning variables of the contingency table are $X$ and $Y$, with $I$ respectively $J$ categories. Our approach can straightforwardly be extended to higher-dimensional tables. We assume that the data are generated by a multinomial probability process. This means that we have a sample of fixed size $n$ and the expected number of observations in the cell corresponding to category $i$ of variable $X$ and category $j$ of variable $Y$ is

$$m_{ij} = n\pi_{ij},$$

with $\pi_{ij}$ the probability of an observation in cell $(i,j)$. Since $\sum_{i} \pi_{ij} = 1$, we have for the total of the expected counts $\sum_{ij} m_{ij} = m_{++} = n$.

6. The standard loglinear model for the expected counts can be written as

$$\log(m_{ij}) = M,$$

where $M$ denotes a specific linear model (Agresti, 1990). A simple example is the so-called independence model. In this model the expected cell counts are given by

$$\log(m_{ij}) = \mu + \lambda_i^X + \lambda_j^Y. \quad (3)$$

The model can be written in multiplicative form as

$$m_{ij} = ab_i^X b_j^Y, \quad (4)$$

with $a = \exp(\mu)$, $b_i^X = \exp(\lambda_i^X)$ and $b_j^Y = \exp(\lambda_j^Y)$.

7. Without constraints the parameters in models (3) and (4) are not identifiable. The parameters in model (3) are identifiable up to an additive constant. Adding a constant $\gamma$ to each $\lambda_i^X$ and subtracting the same constant from each $\lambda_j^Y$ or from $\mu$ yields an equivalent model (with the same values for $m_{ij}$) but with different parameter values. Similarly, the parameters in model (4) are identifiable up to a multiplicative constant. Multiplying each $b_i^X$ by a constant $c$ and dividing each $b_j^Y$ or $a$ by the same constant yields an equivalent model. To render the model identifiable, different constraints can be used. Most statistical software packages use $\lambda_i^X = \lambda_j^Y = 0$ implying that $\mu = \log(m_{ij})$, $b_i^X = b_j^Y = 1$ and $a = m_{++}$.

8. The fact that the parameters in (2) and (4) are not uniquely determined allows redefining the models as

$$\log(m_{ij}) = \lambda_i^X + \lambda_j^Y \quad (5)$$

$$m_{ij} = b_i^X b_j^Y \quad (6)$$

where $\mu$ is set to zero and a constant is added to each $\lambda_i^X$ and another constant is added to each $\lambda_j^Y$ such that these two constants add up to $\mu$. To make the parameters of (5) and (6) identifiable, we still need one more constraint, for instance setting one of the parameters of (5) equal to zero and one of the parameters of (6) equal to 1.
9. In a constrained loglinear model, some of the cell counts equal zero. We subdivide the cells in the contingency table into two classes: the cells for which the count has to be equal to zero (the structural zeros) and the other cells. The former set of cells is denoted by \( Z \), the latter set of cells by \( U \).

10. For a constrained version of the loglinear model (5)-(6), the expected cell counts are given by

\[
m_{ij} = n \pi_{ij} = 0 \quad \text{for} \quad (i, j) \in Z,
\]

\[
m_{ij} = n \pi_{ij} = \exp(\lambda_i^X + \lambda_j^Y) = b_i^X b_j^Y \quad \text{for} \quad (i, j) \in U,
\]

or

\[
m_{ij} = \delta_{ij} b_i^X b_j^Y,
\]

with \( \delta_{ij} = 0 \) for \((i, j) \in Z\) and \( \delta_{ij} = 1 \) for \((i, j) \in U\) and \( \sum_{ij} \delta_{ij} \pi_{ij} = 1 \) or equivalently \( \sum_{ij} \delta_{ij} m_{ij} = m_{++} = n \). This model is called a quasi-independence model (see e.g. Bishop et al., 1975, Ch. 5, Goodman, 1968).

III. PARAMETER ESTIMATION IN MODERATE SIZE TABLES USING THE COMPLETE CASES

11. The parameters in a constrained loglinear model can be estimated by maximizing the multinomial likelihood or, equivalently, loglikelihood. The loglikelihood for the quasi-independence model is given by

\[
L(\lambda_i^X, \lambda_j^Y) = \sum_{ij} \delta_{ij} n_{ij} \log m_{ij} = \sum_{ij} \delta_{ij} n_{ij} (\lambda_i^X + \lambda_j^Y),
\]

where we have omitted terms not involving the parameters since these are irrelevant for the estimation problem. Without these terms, (8) is called the kernel of the loglikelihood. The parameter estimates can be obtained by maximizing (8) under the constraint \( \sum_{ij} \delta_{ij} m_{ij} = n \). To impose this constraint we introduce the Lagrangean

\[
L_0(\lambda_i^X, \lambda_j^Y) = \sum_{ij} \delta_{ij} n_{ij} (\lambda_i^X + \lambda_j^Y) - \alpha \left( \sum_{ij} \delta_{ij} \exp(\lambda_i^X + \lambda_j^Y) - n \right).
\]

12. By setting the derivatives of (9) with respect to the Lagrange multiplier \( \alpha \) and the parameters equal to zero we obtain the likelihood equations

\[
\frac{\partial L_0}{\partial \alpha} = \sum_{ij} \delta_{ij} m_{ij} - n = 0
\]

(10)

\[
\frac{\partial L_0}{\partial \lambda_i^X} = n_{i+} - \alpha \sum_j \delta_{ij} m_{ij} = 0
\]

(11)

\[
\frac{\partial L_0}{\partial \lambda_j^Y} = n_{+j} - \alpha \sum_i \delta_{ij} m_{ij} = 0
\]

(12)

By summing (11) over \( i \) (or summing (12) over \( j \)) and using (10) we see that \( \alpha \) equals 1.

13. The likelihood equations (11) and (12) are similar to those for loglinear models for tables without structural zeros in that they equate certain margins of the estimated expected frequencies to the corresponding observed margins. The difference is that for the constrained table, the summations are over the cells in \( U \) only.

14. For the estimation of the parameters in quasi-loglinear models, several algorithms have been proposed in the literature. Two of these procedures are described below. The target of the first algorithm is the solution of the equations (11) and (12) in terms of estimated expected frequencies \( \hat{m}_{ij} \). The maximum likelihood estimates of the parameters can be obtained from these expected frequencies afterwards, if so desired. The second algorithm directly produces the maximum likelihood estimates of the parameters (from which the estimated expected frequencies can be obtained).
15. The first algorithm is the iterative proportional fitting (ipf) algorithm. The algorithm begins with starting values \( \hat{m}_{ij}^{(0)} \) for the estimated expected frequencies. Convenient starting values in the presence of structural zeros are: \( \hat{m}_{ij}^{(0)} = \delta_{ij} \). These starting values are then updated according to

\[
\hat{m}_{ij}^{(t-1)} = \hat{m}_{ij}^{(t-2)} \frac{n_{ij}}{\delta_{ij} \hat{m}_{ij}^{(t-2)}} \quad \forall i
\]

\[
\hat{m}_{ij}^{(t)} = \hat{m}_{ij}^{(t-1)} \frac{n_{ij}}{\delta_{ij} \hat{m}_{ij}^{(t-1)}} \quad \forall j
\]

(13)

(14)

Thus, we multiply the current estimated expected frequencies alternating by factors depending only on \( i \) and factors depending only on \( j \). This sequence can be expressed as

\[
\hat{m}_{ij}^{(t)} = \delta_{ij} \hat{b}_i^X \hat{b}_j^Y.
\]

(15)

Note that by choosing the \( \delta_{ij} \) as starting values, the estimated frequencies for the structural zero cells remain zero throughout the iterative process. If we accumulate the factors \( f_i \) and \( f_j \) we obtain, after convergence, the estimated multiplicative model

\[
\hat{m}_{ij} = \delta_{ij} \hat{b}_i^X \hat{b}_j^Y.
\]

16. Expression (15) also suggests a more direct way of obtaining the parameter estimates, without explicitly recalculating the expected frequencies at each step. At some iteration \( t \), we can rewrite (15) as

\[
\hat{m}_{ij}^{(t)} = \delta_{ij} \hat{b}_i^{X(t-1)} \hat{b}_j^{Y(t-1)} = \delta_{ij} f_i^{f_2} f_i^{f_3} \cdots f_i^{f(t-1)} f_i^{f_2} f_i^{f_3} \cdots f_i^{f(t-1)} f_i^{f(t)} \]

and so,

\[
b_i^{X(t-1)} = b_i^{X(t-3)} f_i^{f(t-1)} = b_i^{X(t-3)} \frac{n_{ii}}{\delta_{ij} b_i^{X(t-3)} b_j^{Y(t-2)}} = \frac{n_{ii}}{\delta_{ij} b_j^{Y(t-2)}},
\]

(16)

and similarly,

\[
b_j^{Y(t-1)} = \frac{n_{jj}}{\delta_{ij} b_i^{X(t-4)}}
\]

(17)

The iteration defined by (16)-(17) appears in Goodman (1968).

17. As mentioned before, the parameter estimates \( \hat{b}_i^X \) and \( \hat{b}_j^Y \) are determined only up to a multiplicative constant. To uniquely identify these parameters we can multiply the parameters \( \hat{b}_j^Y \) by \( 1/b_j^Y \) and the parameters \( \hat{b}_i^X \) by \( \hat{b}_j^Y \). In effect, we then have imposed the additional constraint \( \hat{b}_j^Y = 1 \).

IV. PARAMETER ESTIMATION FOR LARGE TABLES

18. The model proposed in Section 4 contains only two variables. For a larger set of variables, for instance variables \( v_1, v_2, v_3, v_4 \) with indices \( i, j, k, l \), formula (16) extends to

\[
b_{ij}^{v_i(t)} = \frac{n_{ii++}}{\delta_{ij} b_j^{v_i(t-1)} b_k^{v_i(t-2)} b_l^{v_i(t-3)}}
\]

(18)

which updates the parameter for category \( i \) of variable \( v_i \) in some iteration \( t \), using the current estimates of the other parameters \( b_j^{v_i(t-1)} \), \( b_k^{v_i(t-2)} \) and \( b_l^{v_i(t-3)} \). The denominator of (18) shows the problem of
dimensionality. The summation is over all combinations of categories of all variables except for variable $v_1$. For large numbers of variables, this summation becomes infeasible.

19. In general, formula (18) can be extended as follows. Suppose a set of $J$ variables $V = \{v_1, ..., v_j, ..., v_J\}$, exists for which a loglinear model is to be estimated. Let the $i^{th}$ category of variable $j$ be denoted by $i(v_j)$. Then we can define the set of category combinations (cells) of the $J$ variables in $V$ as $c(V) = \{i(v_1), ..., i(v_J)\}$. Furthermore, we define $V_k$ as the set of variables $V$ with variable $v_k$ excluded. The category combinations of the variables in $V_k$ are $c(V_k) = \{i(v_1), ..., i(v_{k-1}), i(v_{k+1}), ..., i(v_J)\}$. With this notation, the generalized form of (18) can be expressed as

$$ b_{i(v_j)}^{(c)} = \frac{n_{i(v_j)+}}{f_{i(v_j)}^{(c)}} $$

with $n_{i(v_j)+} = \sum_{c(V_j)} n_{c(V)}$, and $f_{i(v_j)}^{(c)} = \sum_{c(V_j)} \delta_{c(V_j)} \Pi_{v_k \in V_k} b_{i(v_j)}^{(c)}$.

20. Again, the problem is in the summation over the combinations $c(V_k)$ in the expression for $f_{i(v_j)}^{(c)}$. In order to suggest a possible solution to this problem, we first re-express $f_{i(v_j)}^{(c)}$ as

$$ f_{i(v_j)}^{(c)} = C(V_k) \tilde{f}_{i(v_j)}^{(c)} $$

where $C(V_k)$ is the number of category combinations in $c(V_k)$ and $\tilde{f}_{i(v_j)}^{(c)} = f_{i(v_j)}^{(c)}/C(V_k)$. We now can approximate the average value $\tilde{f}_{i(v_j)}^{(c)}$ and thus the total $f_{i(v_j)}^{(c)}$ by randomly drawing, say $S(V)$, cells from the set of cells $c(V)$ using the uniform distribution. Denote this sampled set of cells by $s(V)$ and the corresponding set of $S(V)$ sampled cells excluding variable $v_k$ by $s(V_k)$. An approximation for $\tilde{f}_{i(v_j)}^{(c)}$ can then be obtained as

$$ \tilde{f}_{i(v_j)}^{(c)} = \frac{1}{S(V_k)} \sum_{s(V_j)} \delta_{s(V_j)} \Pi_{v_k \in V_k} b_{i(v_j)}^{(c)} $$

and this approximation can be used to calculate (19).

V. IMPUTATION SUBJECT TO EDIT RESTRICTIONS

21. The model estimated using formulae (19), or (16) and (17), can be used as follows. Consider a dataset $XY$ of respondents, containing complete respondent cases in set $X$ and incomplete respondent cases in set $Y$. Assume some loglinear model $M$ estimated using the data from $X$. The set $Y$ can now be imputed per respondent by first considering a (relatively small) contingency table $C$ for all possible combinations of values for the missing variables for the respondent. A cell in $C$ is either forbidden due to edits (structural zeros), or has a conditional probability (given the observed values) that can be obtained from the model $M$.

22. Imputation can be performed using by randomly drawing from the combinations in $C$ according to the conditional probabilities of these combinations.

VI. CONCLUSION

23. In this paper a method is described for estimation of loglinear model parameters under edit constraints when the number of cells is very large. While the model in this paper assumes independence between variables, addition of interactions between the variables only causes a linear increase of the required memory usage and computation time in terms of the number of parameters to be estimated. However, due to the sparseness of the data, the models are limited in the sense that interactions between many variables cannot be estimated reliably.
24. Future research will first focus on experimental results for the proposed parameter estimation on complete data, after which the remaining incomplete data is imputed using this model. This approach will allow a better understanding of the proposed sampling technique and its effect on imputation.

25. Secondly, the described complete-case parameter estimation will be used in an EM algorithm, which iterates between parameter estimation for the complete data (the M step) and imputation using the estimated model (the E step). In this way, the EM algorithm allows to use both complete and incomplete records for parameter estimation (Dempster, Laird and Rubin, 1977; Little and Rubin, 2002).

26. The purpose of these experiments is to gain more insight into the problems of dimensionality and sparseness with regard to parameter estimation for loglinear models under edit constraints and the usefulness of these models for imputation in surveys with large sets of categorical variables.
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