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Abstract

This paper analyses the business cycles of selected European emerging market economies (EME) in terms of their statistical properties and degree of synchronization with the euro area, and discusses the associated policy implications. The evidence suggests that in these economies cyclical fluctuations are wider and more frequent than in the euro area, that there is moderate consumption smoothing, and that technological shocks and labour hoarding are driving labour-market dynamics. The macroeconomic policy stance is not significantly countercyclical. Furthermore, the degree of synchronization of domestic business cycles with the business cycle of the euro area is weak in all the EME except Hungary and Poland.

I. Introduction

This paper seeks to examine the business cycles of a number of European emerging market economies (EME) according to two dimensions. The first dimension concerns the structure of business cycles in terms of persistence, volatility and cross-correlations of cyclical fluctuations of output and other main macroeconomic variables. Thus it compares the statistical properties of cyclical fluctuations in the EME to those of a benchmark economy: the euro area, as well as some large individual countries of western Europe. The second dimension is the correlation of business cycles between the EME and the euro area.

This type of analysis is important for various reasons. First of all, understanding cyclical fluctuations is crucial to macroeconomic policy-making. Large cyclical swings might call for stabilization over and above what is achieved by automatic stabilizers, especially in emerging and developing market economies, where domestic financial markets are relatively less developed and a larger segment of the population is at risk of poverty. In this respect, the analysis of business cycles is not only important for monetary and fiscal policy-making, but also for the design of social welfare systems and labour-market policies. Furthermore, the costs and benefits of deep regional economic integration, as currently pursued by the core group of EME investigated in this study, will depend to a large extent on the similarities of their business cycles to the business cycles of the western members of the European Union (EU). An assessment of similarities and dissimilarities then requires an analysis of cross-correlations of cyclical fluctuations of macroeconomic variables in a country as well as the correlations of cycles across countries.

While the literature on business cycle analysis is vast, until recently relatively little empirical evidence was available on the EME. The short period of time since the end of the communist era limited the application of the statistical tool generally used in the literature on business cycles. Moreover, the immediate aftermath of the collapse of communism was marked by transformational recessions, signifying sharp output losses due to changes in the economic system. Thus, including these early years in the sample would have created problems in interpretation of the results. At the same time, however, excluding transformational recessions would imply a further reduction in the...
available string of data. Nevertheless, in the past few years a number of studies have tried to characterize cyclical fluctuations in emerging market economies.\textsuperscript{1}

The main innovations of this paper relative to the earlier body of research are summarized as follows. First, most of the existing papers consider only one of the two dimensions of business cycle characteristics. They look at persistence, volatility and cross-correlations of variables within a country without studying the cross-country correlations or vice-versa. This paper combines the two aspects, hence allowing for a more complete comparison between the EME cycles and those of the euro area. Second, because of the peculiarities of the EME economic conditions, it is important to have a benchmark to compare and assess the statistical properties of their business cycles. Other countries at the same stage of economic development would certainly provide a possible benchmark. However, because most of the emerging market economies are undergoing a process of regional integration, it was considered more appropriate to choose the euro area aggregate as the primary benchmark.

Identifying the characteristics of the business cycle of the euro area aggregate is in itself an innovative element of this paper. Indeed, most business cycle analyses in western Europe have focused on individual countries rather than on the aggregate. However, to reinforce the findings, the largest EU members are also considered individually as alternative benchmarks. Third, the paper seeks to deal with the problem of transformational recessions by applying a simple statistical criterion. The approach generally taken in the literature is either to disregard the existence of transformational recessions and treat them as any other observation in the sample,\textsuperscript{2} or to cut the first few years off the sample. The first approach renders the interpretation of results rather problematic, since transformational recessions are clearly outliers and their inclusion in a statistical analysis tends to bias estimates. The second approach is probably more appropriate, but requires the identification of a cut-off point; for this, most studies have made an arbitrary choice, omitting the years until 1993 or 1994.

Usually, with this approach, the same cut-off point is applied to all the emerging market economies. In this paper, instead, the cut-off varies by country through the application of a criterion based on the relative size of the cyclical swings. While the adoption of this criterion is admittedly simplistic, it points to a possible direction in the statistical treatment of transformational recessions for the purpose of business cycle analysis. Finally, with respect to the choice of countries, the paper looks at the four central European countries (the Czech Republic, Hungary, Poland and Slovakia) plus the candidate accession countries (Bulgaria, Croatia and Romania) and Russia. This last addition represents a departure from several other contributions in the field, and is motivated by the fact that Russia is a pivotal player in the region, even though at this stage there are no prospects of its acceding to the EU. However, since business cycle analysis in Russia is difficult because of the limited availability and reliability of data, results for this country ought to be treated with extreme caution.

The main findings of the paper can be summarized in the form of a number of stylized facts. Business cycles in the EME are more volatile and frequent than in the euro area. Private consumption is procyclical and quite volatile, but this volatility relative to the volatility of GDP is no higher than in the euro area. Investment is also strongly procyclical. Net exports are countercyclical and are positively correlated with the output cycles in the euro area. Government consumption is acyclical on average (though procyclical in several countries), and more sharply erratic than in the euro area. Employment is mildly procyclical in the central European economies and acyclical in the others, while labour productivity is procyclical in most of the EME. Taken together, the cyclical pattern of employment and labour productivity seems to suggest that labour-market dynamics are driven by technological shocks, but in the central European economies labour hoarding is also an important factor. This interpretation is supported to some extent by the finding that prices and inflation are not procyclical (with the notable
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exception of Poland). The correlation of business fluctuations of the EME with the euro area is generally low, suggesting a considerable degree of asynchronization. However, Poland and Hungary stand out as two countries with a positive and statistically significant correlation of their business cycles with that of the euro area aggregate.

The rest of the study is organized as follows: section II describes the empirical methodology used; section III presents the results for the benchmark; section IV discusses the results for the EME, based on common, stylized facts; finally, section V summarizes the results and the policy implications, and provides some directions for future research. The appendices provide details of the data set and of country-specific results that are not reported in section IV.

II. Methodology and variables for the analysis of cyclical fluctuations

The study of business cycles first requires a decomposition of time-series into a trend and a cyclical component. This section reviews the methodology applied, and introduces the macroeconomic variables and summary statistics used to describe the statistical properties of cyclical fluctuations.

A. Trend-cycle decomposition

Consider a general multiplicative model expressing the generic macroeconomic variable \( Y \) in terms of a trend component \( T \), a cyclical component \( C \), a seasonal component \( S \) and an error term \( \varepsilon \):

\[
Y_t = T_t C_t S_t \varepsilon_t
\]

where \( t \) denotes time. This paper makes use of quarterly, seasonally adjusted data. Moreover, following the standard approach in the literature, the stochastic term \( \varepsilon \) is considered small enough to be included in the cyclical component. Thus, after taking logs, the reference model is reduced to:

\[
y_t = \tau_t + c_t
\]

The aim of business cycle analysis is to study the behaviour of the cyclical component \( c \). Therefore, given the time-series \( y \), the methodological issue is how to separate the two components, trend and cycle. The traditional approach\(^4\) characterizes macroeconomic time-series as stationary stochastic processes about a deterministic function (i.e. polynomial, exponential or logarithmic) of time. In its simplest form this implies:

\[
y_t = \alpha + \beta t + c_t
\]

where the stationary component can be represented by an ARMA process. This representation has some evident drawbacks. If the trend is a deterministic function of time, then the evolution of the time-series in the long-term is equally deterministic, with the unlikely implication that forecast margins of error are constant as the time-horizon stretches. Furthermore, in the setting of equation (3), any non-transitory movement is identified as a growth component, without any possible link to cyclical dynamics. Finally, if the trend component were stochastic, then a specification based on a deterministic trend would lead to largely incorrect inferences.

Following the analysis of Nelson and King\(^5\) and Nelson and Plosser,\(^6\) the more recent empirical literature has moved towards a representation of macroeconomic time-series as integrated stochastic

---

\(^3\) The original data set contains non-seasonally adjusted data for all countries and all variables. Seasonal adjustment is undertaken using the United States Census Bureau’s X12 seasonal adjustment program. (Quantitative Micro Software (QMS), EViews 5 User’s Guide Irvine, CA, 2004). Application of this procedure leads to a rejection of the null hypothesis that the series contains a seasonal component for all variables in all countries.


processes. Under the hypothesis that the series is in fact integrated to the order of 1, the following representation for decomposition of the trend-cycle can be proposed:

\[ y_t = \tau_t + c_t \]  \hspace{1cm} (4a)

\[ \text{Var}(\Delta \tau_t) > 0 \quad \text{and} \quad \text{Var}(c_t) > 0 \]  \hspace{1cm} (4b)

\[ \tau_t \sim I(1) \quad \text{and} \quad c_t \sim I(0) \]  \hspace{1cm} (4c)

The representation summarized by the three equations (4a), (4b) and (4c) has a straightforward interpretation as a problem of signal extraction; given the original observations on the series \( y \), the problem is to estimate the parameters of the two unobservable stochastic processes \( \tau \) and \( c \). Several solutions to this signal extraction problem have been advanced in the literature.

Beveridge and Nelson\(^8\) propose a decomposition where the trend component is a random walk, the first differences of which are perfectly correlated with the cyclical component. In this way, the problem of identification of two stochastic components of different nature is circumvented: only one component is identified and the other is determined residually. On the one hand, this approach does not require imposing a priori restrictions on the structure of the two stochastic components. On the other hand, it does not allow tracing back the movements in the original series to either one or the other component. Harvey\(^9\) and Watson\(^10\) employ an unobservable components structural model. Here, the trend component is a random walk, the first differences of which are orthogonal to the cyclical component at any lag. The estimation of the parameters of the two stochastic components can then be done within the framework of a space-state model, with the likelihood function maximized through a Kalman filter procedure.

Hodrick and Prescott\(^11\) suggest identifying the cyclical component of the series as deviations from a trend obtained from a Whittaker-Henderson filter applied to the original series. With this procedure, which commonly goes under the name of the Hodrick-Prescott (HP) filter, the trend is represented by the sequence \( \tau \), which solves the following minimization problem:

\[
\min_{\tau} \sum_{t=1}^{T} (y_t - \tau_t)^2 \\
\text{s.t.} \quad \sum_{t=2}^{T-1} \left[ (\tau_{t+1} - \tau_t) - (\tau_t - \tau_{t-1}) \right]^2 \leq \mu
\]  \hspace{1cm} (5)

In other words, the HP filter computes the series \( \tau \) of \( y \) by minimizing the variance of \( y \) around \( \tau \), subject to a penalty that constrains the second difference of \( \tau \). The smaller the parameter \( \mu \), the smoother the series \( \tau \) will be.

The HP filter has become rather popular in the literature, even though it is subject to some criticism. First of all, it is argued that the choice of the smoothness parameter is arbitrary. Furthermore, it has been shown that the HP filter tends to suppress high- and low-frequency cycles and


amplifies business cycle frequencies.\textsuperscript{12} Finally, the filter is unstable at the end and the beginning of the sample, and its treatment of structural breaks might be unsatisfactory, as these are smoothed out in previous and subsequent periods. Some of the weaknesses of the HP filter\textsuperscript{13} can be addressed through the use of an alternative filtering procedure proposed by Baxter and King,\textsuperscript{14} known in short as the BP filter. This is a linear filter that takes weighted moving averages of the data where cycles occurring within a band, presented by a specified lower and upper bound, are passed through and the remaining cycles are filtered out. Hence, the cyclical component is filtered on the basis of a specified range for its duration.

Most of the analysis of business cycles in the EME makes use of the HP filter, possibly because the BP filter involves a loss of observation at the two ends of the sample and therefore its application is more problematic when the data set has a relatively short time-series dimension. To make results as comparable as possible to the rest of the literature, this paper uses the HP filter. However, the BP filter was also applied to check the sensitivity of the results to the detrending methodology, and they turned out to be qualitatively similar.\textsuperscript{15}

\section*{B. Macroeconomic variables for the analysis of business cycles}

Measuring business cycles requires choosing a reference indicator; that is, the macroeconomic variable that is the most representative of aggregate economic activity. Real aggregate GDP appears to be the obvious candidate. It certainly provides the most comprehensive coverage of all sectors of the economy, and is generally consistent with both the theoretical formalization of business cycles and the practical aspect of economic policy-making. However, GDP statistics are sometimes published with relatively long time lags. Moreover, because different components of aggregate demand demonstrate different cyclical behaviour, concerns arise as to whether GDP is an effective representation of economic cycles. For these reasons, industrial production has sometimes been used as an alternative reference indicator. Some studies have also made use of a composite reference indicator, obtained by aggregating different variables. In this paper, \textit{real aggregate GDP} is used as the key reference, while some summary statistics for \textit{industrial production} are also presented. In fact, the correlation between GDP and industrial production turns out to be sufficiently high as to ensure that the qualitative nature of the results obtained with GDP as the reference would not change if industrial production were used in its place. The idea of combining these two variables, and possibly some others, to construct a composite reference indicator is rejected, as it would add an additional degree of discretion in the choice of the aggregation method.

The choice of the other macroeconomic variables has been determined by both theoretical and practical considerations. On the theoretical side, those variables need to be considered that provide a synthetic, quantitative representation of the link between shocks (real or nominal) and the economy. A generic list would therefore include the components of aggregate demand, labour-market and productivity indicators, prices, wages, exchange rates and interest rates (or related monetary policy measures), as well as fiscal policy measures (possibly in addition to government consumption, which already figures as a component of aggregate demand). On the practical side, especially when studying emerging market economies, the choice is constrained by the limited availability and reliability of data. Taking this constraint into account, and broadly in line with the rest of the literature, this paper looks at the following variables. Aggregate demand variables are \textit{private consumption}, \textit{investment}, \textit{government consumption}, \textit{imports} and \textit{exports} (and the difference between exports and imports, namely \textit{net exports}). Labour-market dynamics are captured by \textit{employment} and \textit{labour productivity}.

\begin{thebibliography}{9}
\bibitem{Albeit not all of them, and, in particular, not the problem of instability at the beginning and end of the sample.}
\bibitem{The full set of results based on the application of the BP filter is available from the author upon request.}
\end{thebibliography}
With respect to prices and monetary variables, the analysis includes both the level and the growth rate of the consumer price index and the real interest rate (defined as the nominal, short-term interest rate net of inflation). Few of the EME had any reliable data on wages. Similarly, data on inventories and stocks were of dubious quality (though some statistics for a variable representing stocks are available from the author upon request), while data on other fiscal variables were scarce. Some results are, nevertheless, reported for central governments’ fiscal balance. However, care should be taken in interpreting the summary statistics and the cross-correlations for this variable, because in this context it represents the non-stationary component of a deficit and is therefore different from the cyclically adjusted balance. Further details on sources and definitions of variables are given in appendix 1.

C. Statistics for the analysis of business cycles

The decomposition methodology described in section A above is applied to the variables listed in section B. The detrended series thus obtained are then used for the characterization of business cycles along two dimensions.

The first dimension concerns the statistical properties of cyclical fluctuations in the temporal domain. In line with the literature, two summary statistics are used for this purpose: the standard deviation, which is an indicator of the volatility of cyclical fluctuations, and hence of the magnitude of business cycles, and the auto-correlation coefficient, which measures the persistence of cyclical fluctuations. This coefficient is computed as:

\[ \rho_k = \frac{\sum_{t=1}^{T} (c_t - \bar{c})(c_{t-k} - \bar{c})}{\sum_{t=1}^{T} (c_t - \bar{c})^2} \]  

(7)

where \( k \) is a given time lag and \( \bar{c} \) is the average of \( c \). Only values of \( \rho_1 \) are reported in this paper. In general, an auto-correlation coefficient closer to 1 indicates more persistent, and therefore less frequent, fluctuations.

The analysis in the temporal domain is completed by the computation of pair-wise correlations between the cyclical components of the reference indicator (GDP) and those of the other macroeconomic variables. Pair-wise correlation coefficients measure the extent to which macroeconomic variables co-move in line with the reference indicator, and can therefore be used to characterize a variable as being either procyclical (if the correlation is positive) or countercyclical (if the correlation is negative). Where the correlation coefficient is not statistically different from zero, the variable is classified as acyclical. To allow for non-contemporaneous co-movements, pair-wise correlations are computed up to eight lags/leads, even though for reasons of space the tables report correlation coefficients only up to four lags/leads.

The second dimension of analysis concerns the international correlation of business cycles. A formal assessment of the synchronization of cycles with the euro area is undertaken here by computing the coefficient of correlation between the cyclical component of GDP in each EME and that in the euro area (and some of its largest members). Significantly positive coefficients indicate that business cycles are, to some extent, synchronized. To allow for non-contemporaneous synchronization, correlation coefficients are computed at different time lags.

There exist alternative methods to gauge the degree of synchronization of business cycles in a regional cluster. Fidrmuc and Korhonen provide an excellent survey of methodologies and results. The choice made in this paper has a twofold motivation. First, the cross-country correlation of cyclical components is a natural extension of the business cycle analysis in the temporal domain and hence

---


17. J. Fidrmuc and I. Korhonen, op. cit.
nicely completes the study. The application of alternative methods, in addition to the analysis in the temporal domain, might have made the paper excessively cumbersome. Second, some of the additional methodologies surveyed by Fidrmuc and Korhonen\textsuperscript{18} entail data requirements that only a very small number of the EME would be able to provide. Therefore, the decision made in this paper to look at the cross-correlations of detrended variables appears to be a good compromise between statistical rigour and data availability.

D. Sample period and transformational recessions

Ideally, the sample period for the analysis would cover the first quarter of 1990 to the fourth quarter of 2004. However, while the ending of the sample period does not constitute a problem, the beginning does. For many EME, information was not available prior to 1990, and sometimes much later.\textsuperscript{19} But more importantly, practically all the countries experienced transformational recessions at the beginning of the transition. These took the form of sharp falls in output due to changes in the economic system and might therefore heavily distort the interpretation of the results. The most obvious way to deal with transformational recessions is to exclude them by cutting out a certain number of observations at the beginning of the sample period. However, the problem is how to identify the cut-off point. Most studies have chosen to arbitrarily drop all observations prior to a certain date (i.e. 1993). This paper tries to improve on this approach, or at least to point to a direction of possible improvement; rather than setting a common cut-off point for all countries, a simple statistical criterion is applied on a country-by-country basis.

The criterion is based on the identification of relative extremes (maximums and minimums) in the detrended series. A relative extreme is identified as the quarter corresponding to an inversion in the sign of the first difference (quarter-on-quarter) of the detrended series, as long as the new sign also persists in the two subsequent quarters. This generates a sequence of relative extremes: $p_1, p_2, ..., p_N$. Two statistics can then be defined:

\[
m = \frac{\sum_{n=2}^{N} |p_n - p_{n-1}|}{N - 1}
\]

\[
l = \sqrt{\frac{\sum_{j=1}^{J} (d_j - \bar{d})^2}{J - 1}}
\]

where $d_j = |p_n - p_{n-1}|$, $j = 1, 2, ..., J$, $J = N - 1$ and $\bar{d}$ is the average taken over all $d_s$. These two statistics are used to compute threshold values $\delta = m \pm f\ell$, where $f$ is a positive integer. We then denote $q$ as the quarter corresponding to the generic relative extreme $p_n$ and let $d_{j,q}$ be the $d_j$ that has $p_n$ as its most recent quarter.\textsuperscript{20} The difference, $d_{j,q^*}$, is then identified, and hence the corresponding quarter $q^*$, that satisfies the two conditions: (i) $d_{j,q^*} > \delta$ and (ii) $d_{j+1,q^*} < \delta$. The criterion of the paper is to drop from the sample all observations prior to quarter $q^*$. If more than one $d_{j,q^*}$ exists, so that there is more than one $q^*$, then the cut-off point is the most recent of the $q^*$.

In other words, the criterion excludes periods characterized by deviations of GDP from trend that are very large relative to the average deviation. Intuitively, transformational recessions are outliers that occur at the beginning of the sample period. The criterion tries to identify these outliers on the basis of their size relative to the average and the standard deviation of all cyclical deviations observed in the country.

\textsuperscript{18} Ibid.
\textsuperscript{19} In fact, some of the countries that are investigated here did not even exist in their current form in 1990.
\textsuperscript{20} Each $d$ is the absolute difference between two relative extremes, and each of those extremes is associated with a quarter: $p_n$ is associated with quarter $q$ and $p_{n-1}$ is associated with some earlier quarter $s$. Then $d_{j,q} = |p_{n} - p_{n-1}|$. 
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Of course, this approach has its own drawbacks. Transformational recessions must be treated as outliers because of their different nature, and not just because of their size. But the criterion is merely quantitative, in the sense that any excessively large recession is identified as an outlier. There is therefore no guarantee that only all transformational recessions will be excluded. In most countries, transformational recessions occur at the beginning of the sample and are effectively represented by a drop (or a sequence of drops) that is systematically and significantly larger than any subsequent cyclical fluctuations. In this case, the criterion works rather well. But in a few countries (Bulgaria and Romania, for instance), the initial large recession due to transformation is followed by a period of relatively less pronounced fluctuations, and then by other very deep downturns. These downturns occur much later in the sample period (i.e. second half of the 1990s), and it is questionable whether they can be regarded as transformational recessions. But the application of the criterion in those cases would still identify them as outliers, causing all corresponding observations to be omitted from the analysis. More generally, the criterion builds on an arbitrary choice of the parameter $f$. A very low value of $f$ increases the likelihood that downturns other than transformational recessions will be treated as outliers, thus artificially lowering the volatility of the business cycle. Conversely, too high a value for $f$ increases the likelihood that some transformational recessions will not be excluded. In practice, for a rather large range of $f$ values cut-off points in most countries do not change. The two exceptions are Bulgaria and Romania; that is, the two countries where downturns almost as deep as the initial transformational recessions occurred towards the middle and end of the sample. In their case, however, the decision was made to retain these observations. That is, the criterion was applied to identify the outliers only in the first half of the 1990s, when transformational recessions were most likely to have occurred, and not in the second half of that decade, when large recessions were probably the result of shocks other than the transformation of the economic system.

In the end, the beginning of the sample period for each country was set as follows: Bulgaria Q1/2005, Croatia Q1/1994, the Czech Republic Q1/1992, Hungary Q1/1993, Poland Q4/1991, Romania Q1/1995, Russia Q1/1995 and Slovakia Q1/1994. The minimum number of observations was 40. Ideally, it would have been preferable to have more observations, but this is a common problem in the study of the EME.\footnote{Results obtained from a sample period that does not exclude transformational recessions are available from the author upon request. In general, the sign and, to some extent, the strength of correlations between macroeconomic variables and the reference indicator are identical to those obtained from the sample that excludes transformational recessions. The statistical properties of business cycles are, however, qualitatively different in the sense that volatility is systematically much higher in the sample that includes transformational recessions.}

### III. The business cycle in the euro area aggregate (and selected west European countries) as a benchmark

The summary statistics describing the statistical properties of business cycles in the euro area aggregate are reported in table 1. For each detrended macroeconomic variable, the standard deviation, auto-correlation and cross-correlation with output are reported. In comparing standard deviations within a country, all variables are considered log-transformed with the following exceptions: industrial production and consumer prices are index numbers, fiscal balance and net exports are ratios to GDP, productivity is the output-to-employment ratio, inflation is an annualized rate of growth, and real interest rate is not logged. The sample period is Q1/1990 to Q4/2004. Summary statistics for individual countries in the euro area and the United Kingdom are commented upon in the rest of this section.\footnote{The full set of results is available from the author upon request.}

The statistics in table 1 point to characteristics of the business cycle in the euro area that are broadly in line with the stylized facts relating to business cycles of industrialized economies reported in the literature.\footnote{Seminal contributions in this field include D. Backus and P. Kehoe, “International evidence on the historical properties of business cycles”, American Economic Review, Vol. 82, 1992, pp. 864-888; F. Kydland and E. Prescott, “Business cycles:
Turning to the components of aggregate demand, private consumption and investment are strongly procyclical, as is to be expected, given that they account for a large share of GDP. Private consumption is slightly less volatile than GDP, suggesting only moderate consumption smoothing. Investment, on the other hand, is highly volatile and persistent. Government consumption does not appear to be systematically countercyclical. The negative correlation with a lead might indeed be a consequence of a lagged procyclical response. This would also be consistent with the zero contemporaneous correlation.


24 To some extent, lower volatility in the euro area aggregate might be the consequence of an imperfect synchronization of business cycles among its members. If the business cycles of individual countries in the region are not perfectly correlated, then aggregation will inevitably result in smoother cyclical fluctuations.

25 In the literature, the ratio of standard deviation of consumption to standard deviation of real GDP is generally reported to fall somewhere between 0.8 and 0.85. The estimates of this paper imply a ratio of 0.87.

26 Government consumption is, however, countercyclical in some euro area members, such as France.

### TABLE 1

Summary statistics of business cycle fluctuations in the euro area

<table>
<thead>
<tr>
<th>Summary statistics</th>
<th>Correlations with the cyclical component of GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard deviation</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP</td>
<td>0.008</td>
</tr>
<tr>
<td>Industrial production</td>
<td>1.578</td>
</tr>
<tr>
<td>Private consumption</td>
<td>0.007</td>
</tr>
<tr>
<td>Investment</td>
<td>0.021</td>
</tr>
<tr>
<td>Government consumption</td>
<td>0.006</td>
</tr>
<tr>
<td>Fiscal balance</td>
<td>0.581</td>
</tr>
<tr>
<td>Net exports</td>
<td>0.004</td>
</tr>
<tr>
<td>Imports</td>
<td>0.027</td>
</tr>
<tr>
<td>Exports</td>
<td>0.024</td>
</tr>
<tr>
<td>Employment</td>
<td>0.006</td>
</tr>
<tr>
<td>Productivity</td>
<td>0.004</td>
</tr>
<tr>
<td>CPI</td>
<td>0.371</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.329</td>
</tr>
<tr>
<td>Real interest rate</td>
<td>0.637</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industrial production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private consumption</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government consumption</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiscal balance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net exports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real interest rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Author’s own estimates.

Note: Summary statistics and cross-correlations of Hodrick-Prescott detrended series for the euro area aggregate over the period Q1/1990-Q4/2004. For each macroeconomic variable, lags/leads are computed as the correlation between that variable at time t and GDP at –n (+n) periods before/after. That is, the variable follows/anticipates GDP. A zero lag or lead denotes the contemporaneous correlation.
stabilization tool is left almost exclusively to the non-discretionary component of spending (i.e. the automatic stabilizers). Indeed, it has been noted recently\(^{27}\) that the countercyclicality of fiscal policies in the euro area, operating mainly through automatic stabilizers, has been undermined by procyclical discretionary fiscal measures. Finally, net exports are only mildly countercyclical and lag behind output fluctuations. In fact, both imports and exports are procyclical, but imports slightly more so than exports.

Employment and labour productivity are both strongly procyclical in the euro area aggregate. Employment fluctuations tend to lag behind output fluctuations and display relatively low volatility. These patterns seem to suggest that firms hoard labour and hence smooth the adjustment of their labour force stock over the output cycle\(^{28}\). Prices are anti-cyclical while inflation is procyclical and lags behind the output cycle. This pattern has been detected in a number of other studies,\(^{29}\) and can be rationalized in a model where prices are sticky in response to shocks. Finally, the real interest rate is acyclical in the euro area aggregate. Combined with the previous finding on government consumption, this result seems to suggest that macroeconomic policy in the euro area aggregate has not been very countercyclical.\(^{30}\) However, it must be acknowledged that in some countries (notably France and Germany), the real interest rate is more strongly procyclical, reflecting the procyclicality of nominal interest rates and the substantial acyclicality of inflation (which in other countries, such as Italy, is procyclical).

The analysis of the benchmark is concluded with a look at the correlations of output fluctuations across countries. Between the euro area aggregate and any of the large continental economies the cross-correlation coefficient is high and close to 1; specifically, it is 0.8 for Italy and 0.9 for France and Germany. The cycles of the euro area aggregate and the large economies are thus highly synchronized. The United Kingdom, on the other hand, appears to have a significantly more independent cycle. The correlation with the euro area aggregate is only 0.05, and the highest correlation with the large continental economies is only 0.3 (e.g. with Italy).

**IV. The business cycles of the European emerging market economies**

This section reports some basic, stylized facts concerning the statistical properties of business cycles in the European EME. Of course, even in a small and rather homogeneous sample, there are differences across countries. Additional country-specific details are reported in the appendix 2. The section also presents evidence concerning the international dimension of business cycle analysis, namely the degree of synchronization of fluctuations between the EME and the benchmark.

**A. Statistical properties of cyclical fluctuations in the European emerging market economies: the stylized facts**

The basic features of cyclical fluctuations in the European EME are summarized in tables 2 and 3. For each country, table 2 reports the standard deviation and auto-correlation of GDP fluctuations, and the contemporaneous correlation between the fluctuations of macroeconomic variables and the fluctuations of output.\(^{31}\) For each of those items, the table also reports the unweighted sample average and the average for the group of four central European countries (the Czech Republic, Hungary, Poland and Slovakia).

---


\(^{28}\) The United Kingdom, on the other hand, combines procyclical fluctuations of employment with countercyclical fluctuations of productivity. This rather unique pattern implies that employment overresponds to output cycles, and consequently points to a substantial rejection of the *labour hoarding* hypothesis. Labour-market dynamics is therefore mostly driven by exogenous technological shocks.

\(^{29}\) See, for instance, B. Chadha and E. Prasad, op. cit. and A. Agresti and B. Mojon, op. cit.

\(^{30}\) P. Aghion and P. Howitt, “Appropriate growth policy: a unifying framework”, 2005 Joseph Schumpeter Lecture at the Annual Congress of the European Economic Association (Amsterdam), 24-27 August 2005, reach the same conclusion, and argue that the lack of countercyclicality of macroeconomic policies is one of the major reasons why growth performance in the euro area has fallen so short of that in the United States over the past few years.

\(^{31}\) As was done for the euro area, lagged and leading correlations are computed in addition to contemporaneous correlation. Lags and leads are not reported in the table because of space constraints. However, where relevant, they are commented upon in the text.
TABLE 2
Output fluctuations and correlations with other variables in the European EME

<table>
<thead>
<tr>
<th>Country</th>
<th>Standard deviation</th>
<th>Auto-correlation</th>
<th>Industrial production</th>
<th>Private consumption</th>
<th>Investment</th>
<th>Government consumption</th>
<th>Fiscal balance</th>
<th>Net exports</th>
<th>Exports</th>
<th>Imports</th>
<th>Employment</th>
<th>Labour productivity</th>
<th>CPI</th>
<th>Inflation</th>
<th>Real interest rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>0.139</td>
<td>0.270</td>
<td>0.29</td>
<td>0.76</td>
<td>0.72</td>
<td>0.68</td>
<td>-0.28</td>
<td>-0.47</td>
<td>0.06</td>
<td>0.36</td>
<td>-0.04</td>
<td>0.75</td>
<td>0.29</td>
<td>-0.29</td>
<td>0.26</td>
</tr>
<tr>
<td>Croatia</td>
<td>0.049</td>
<td>0.819</td>
<td>0.74</td>
<td>0.89</td>
<td>0.72</td>
<td>0.27</td>
<td>0.31</td>
<td>-0.62</td>
<td>0.18</td>
<td>0.55</td>
<td>0.00</td>
<td>0.46</td>
<td>0.04</td>
<td>-0.23</td>
<td>0.25</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0.027</td>
<td>0.777</td>
<td>0.19</td>
<td>0.67</td>
<td>0.79</td>
<td>-0.23</td>
<td>0.03</td>
<td>-0.31</td>
<td>0.18</td>
<td>0.29</td>
<td>0.35</td>
<td>0.82</td>
<td>0.82</td>
<td>-0.43</td>
<td>0.16</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.040</td>
<td>0.801</td>
<td>0.70</td>
<td>0.48</td>
<td>0.21</td>
<td>0.21</td>
<td>0.18</td>
<td>-0.41</td>
<td>0.28</td>
<td>0.68</td>
<td>0.55</td>
<td>0.50</td>
<td>0.00</td>
<td>-0.32</td>
<td>0.06</td>
</tr>
<tr>
<td>Poland</td>
<td>0.023</td>
<td>0.757</td>
<td>0.85</td>
<td>0.50</td>
<td>0.81</td>
<td>0.35</td>
<td>0.26</td>
<td>-0.45</td>
<td>0.61</td>
<td>0.76</td>
<td>0.51</td>
<td>0.36</td>
<td>0.39</td>
<td>0.41</td>
<td>0.00</td>
</tr>
<tr>
<td>Romania</td>
<td>0.037</td>
<td>0.878</td>
<td>0.78</td>
<td>0.85</td>
<td>0.78</td>
<td>0.52</td>
<td>-0.39</td>
<td>0.73</td>
<td>0.07</td>
<td>-0.18</td>
<td>-0.20</td>
<td>0.71</td>
<td>-0.33</td>
<td>-0.39</td>
<td>0.33</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>0.030</td>
<td>0.694</td>
<td>0.87</td>
<td>0.04</td>
<td>0.58</td>
<td>0.45</td>
<td>0.06</td>
<td>-0.29</td>
<td>0.11</td>
<td>0.29</td>
<td>0.21</td>
<td>0.80</td>
<td>0.31</td>
<td>0.07</td>
<td>-0.23</td>
</tr>
<tr>
<td>Slovakia</td>
<td>0.012</td>
<td>0.653</td>
<td>0.52</td>
<td>0.30</td>
<td>0.48</td>
<td>0.27</td>
<td>0.29</td>
<td>-0.29</td>
<td>-0.06</td>
<td>0.31</td>
<td>0.23</td>
<td>0.36</td>
<td>-0.41</td>
<td>-0.39</td>
<td>0.57</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.168</td>
<td>0.905</td>
<td>0.90</td>
<td>0.94</td>
<td>0.86</td>
<td>0.26</td>
<td>0.17</td>
<td>-0.74</td>
<td>0.48</td>
<td>0.89</td>
<td>0.20</td>
<td>0.90</td>
<td>-0.25</td>
<td>-0.40</td>
<td>-0.49</td>
</tr>
<tr>
<td>Average for central European countries</td>
<td>0.025</td>
<td>0.747</td>
<td>0.56</td>
<td>0.49</td>
<td>0.57</td>
<td>0.15</td>
<td>0.19</td>
<td>-0.37</td>
<td>0.25</td>
<td>0.51</td>
<td>0.41</td>
<td>0.51</td>
<td>-0.11</td>
<td>-0.03</td>
<td>0.16</td>
</tr>
<tr>
<td>Average for all the EME</td>
<td>0.045</td>
<td>0.706</td>
<td>0.62</td>
<td>0.56</td>
<td>0.64</td>
<td>0.30</td>
<td>0.06</td>
<td>-0.26</td>
<td>0.18</td>
<td>0.38</td>
<td>0.20</td>
<td>0.59</td>
<td>-0.09</td>
<td>-0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>France</td>
<td>0.008</td>
<td>0.850</td>
<td>0.81</td>
<td>0.77</td>
<td>0.92</td>
<td>-0.47</td>
<td>0.49</td>
<td>-0.15</td>
<td>0.81</td>
<td>0.86</td>
<td>0.75</td>
<td>0.68</td>
<td>-0.42</td>
<td>0.15</td>
<td>0.33</td>
</tr>
<tr>
<td>Germany</td>
<td>0.008</td>
<td>0.694</td>
<td>0.66</td>
<td>0.60</td>
<td>0.75</td>
<td>0.04</td>
<td>0.27</td>
<td>0.05</td>
<td>0.75</td>
<td>0.72</td>
<td>0.72</td>
<td>0.53</td>
<td>-0.23</td>
<td>0.17</td>
<td>0.37</td>
</tr>
<tr>
<td>Italy</td>
<td>0.008</td>
<td>0.750</td>
<td>0.82</td>
<td>0.58</td>
<td>0.78</td>
<td>-0.17</td>
<td>0.23</td>
<td>-0.27</td>
<td>0.44</td>
<td>0.53</td>
<td>0.30</td>
<td>0.60</td>
<td>0.14</td>
<td>0.45</td>
<td>0.07</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.009</td>
<td>0.845</td>
<td>0.77</td>
<td>0.39</td>
<td>0.31</td>
<td>0.13</td>
<td>0.71</td>
<td>0.36</td>
<td>0.53</td>
<td>0.23</td>
<td>0.64</td>
<td>-0.33</td>
<td>-0.48</td>
<td>0.43</td>
<td>0.17</td>
</tr>
<tr>
<td>Euro area</td>
<td>0.008</td>
<td>0.852</td>
<td>0.87</td>
<td>0.62</td>
<td>0.89</td>
<td>-0.03</td>
<td>0.50</td>
<td>-0.24</td>
<td>0.84</td>
<td>0.89</td>
<td>0.84</td>
<td>0.59</td>
<td>-0.28</td>
<td>0.38</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Source: Author’s own estimates.

Note: Summary statistics and cross-correlations of HP detrended series for European emerging market economies, the euro area aggregate and selected members of the EU. The sample period is Q1/1990-Q4/2004. See text for details concerning the beginning of the sample in the EME.
### TABLE 3

Summary statistics of cyclical fluctuations of selected macroeconomic variables in the European EME

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Private consumption</td>
<td>0.057</td>
<td>0.385</td>
<td>0.171</td>
<td>0.321</td>
<td>0.123</td>
<td>0.502</td>
<td>0.037</td>
<td>0.596</td>
<td>0.077</td>
<td>0.728</td>
<td>0.115</td>
<td>0.351</td>
<td>0.020</td>
<td>0.820</td>
<td>339.277</td>
<td>0.759</td>
<td>355.457</td>
<td>0.718</td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>0.026</td>
<td>0.733</td>
<td>0.046</td>
<td>0.768</td>
<td>0.021</td>
<td>0.728</td>
<td>0.024</td>
<td>0.312</td>
<td>0.031</td>
<td>0.642</td>
<td>0.096</td>
<td>0.618</td>
<td>4.597</td>
<td>0.168</td>
<td>242.627</td>
<td>0.637</td>
<td>258.597</td>
<td>0.517</td>
<td></td>
</tr>
<tr>
<td>Government consumption</td>
<td>0.020</td>
<td>0.607</td>
<td>0.043</td>
<td>0.804</td>
<td>0.023</td>
<td>0.460</td>
<td>0.013</td>
<td>0.427</td>
<td>0.008</td>
<td>0.694</td>
<td>0.014</td>
<td>0.768</td>
<td>1.215</td>
<td>0.800</td>
<td>4.834</td>
<td>0.530</td>
<td>4.323</td>
<td>0.301</td>
<td></td>
</tr>
<tr>
<td>Net exports</td>
<td>0.019</td>
<td>0.747</td>
<td>0.039</td>
<td>0.533</td>
<td>0.035</td>
<td>0.561</td>
<td>0.024</td>
<td>0.622</td>
<td>0.010</td>
<td>0.807</td>
<td>0.009</td>
<td>0.099</td>
<td>1.313</td>
<td>0.804</td>
<td>2.930</td>
<td>0.826</td>
<td>2.152</td>
<td>0.715</td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>0.012</td>
<td>0.708</td>
<td>0.053</td>
<td>0.671</td>
<td>0.009</td>
<td>0.694</td>
<td>0.030</td>
<td>0.834</td>
<td>0.015</td>
<td>0.675</td>
<td>0.013</td>
<td>0.487</td>
<td>1.483</td>
<td>0.883</td>
<td>3.054</td>
<td>0.608</td>
<td>5.485</td>
<td>0.104</td>
<td></td>
</tr>
<tr>
<td>Labour productivity</td>
<td>0.032</td>
<td>0.899</td>
<td>0.046</td>
<td>0.903</td>
<td>0.058</td>
<td>0.858</td>
<td>0.010</td>
<td>0.828</td>
<td>0.031</td>
<td>0.635</td>
<td>0.041</td>
<td>0.702</td>
<td>4.577</td>
<td>0.886</td>
<td>47.768</td>
<td>0.829</td>
<td>42.038</td>
<td>0.812</td>
<td></td>
</tr>
<tr>
<td>CPI</td>
<td>0.038</td>
<td>0.550</td>
<td>0.094</td>
<td>0.412</td>
<td>0.013</td>
<td>0.604</td>
<td>0.031</td>
<td>0.716</td>
<td>0.008</td>
<td>0.539</td>
<td>0.026</td>
<td>0.745</td>
<td>26.625</td>
<td>0.867</td>
<td>90.382</td>
<td>0.801</td>
<td>94.310</td>
<td>0.816</td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td>0.023</td>
<td>0.550</td>
<td>0.097</td>
<td>0.776</td>
<td>0.066</td>
<td>0.406</td>
<td>0.045</td>
<td>0.557</td>
<td>0.021</td>
<td>0.633</td>
<td>0.021</td>
<td>0.864</td>
<td>1.735</td>
<td>0.811</td>
<td>3.338</td>
<td>0.717</td>
<td>4.817</td>
<td>0.714</td>
<td></td>
</tr>
<tr>
<td>Real interest rate</td>
<td>0.042</td>
<td>0.730</td>
<td>0.122</td>
<td>0.767</td>
<td>0.060</td>
<td>0.383</td>
<td>0.035</td>
<td>0.664</td>
<td>0.015</td>
<td>0.309</td>
<td>0.043</td>
<td>0.670</td>
<td>12179</td>
<td>0.877</td>
<td>12.028</td>
<td>0.653</td>
<td>33.296</td>
<td>0.186</td>
<td></td>
</tr>
</tbody>
</table>

| Average for central European countries | 0.019 | 0.653 | 0.058 | 0.746 | 0.031 | 0.480 | 0.026 | 0.610 | 0.013 | 0.702 | 0.014 | 0.620 | 1.436 | 0.827 | 3.539 | 0.670 | 4.344 | 0.459 |
| Average for all the EME | 0.028 | 0.647 | 0.074 | 0.674 | 0.042 | 0.573 | 0.026 | 0.587 | 0.025 | 0.669 | 0.035 | 0.616 | 5.195 | 0.756 | 91.776 | 0.711 | 92.166 | 0.587 |
| France                  | 0.007 | 0.699 | 0.026 | 0.916 | 0.009 | 0.859 | 0.004 | 0.563 | 0.006 | 0.892 | 0.006 | 0.677 | 0.381 | 0.767 | 0.364 | 0.609 | 1.098 | 0.721 |
| Germany                 | 0.008 | 0.474 | 0.028 | 0.628 | 0.011 | 0.558 | 0.007 | 0.577 | 0.006 | 0.694 | 0.006 | 0.524 | 0.522 | 0.625 | 0.676 | 0.592 | 0.610 | 0.553 |
| Italy                   | 0.012 | 0.671 | 0.029 | 0.604 | 0.008 | 0.629 | 0.020 | 0.192 | 0.009 | 0.625 | 0.009 | 0.757 | 0.572 | 0.914 | 0.618 | 0.653 | 1.131 | 0.719 |
| United Kingdom          | 0.006 | 0.594 | 0.023 | 0.777 | 0.008 | 0.493 | 0.005 | 0.641 | 0.015 | 0.643 | 0.012 | 0.632 | 0.268 | 0.634 | 0.764 | 0.756 | 0.986 | 0.676 |
| Euro area               | 0.007 | 0.755 | 0.021 | 0.874 | 0.006 | 0.706 | 0.004 | 0.712 | 0.006 | 0.892 | 0.004 | 0.703 | 0.371 | 0.831 | 0.329 | 0.589 | 0.857 | 0.686 |

Source: Author's own estimates.

Note: Summary statistics and cross-correlations of HP detrended series for the European emerging market economies, the euro area aggregate and selected members of the EU. The sample period is Q1/1990-Q4/2004. See text for details concerning the beginning of the sample in the European emerging market economies.
Data for the euro area aggregate and for individual large European economies are also presented at the bottom of the table to facilitate comparison against the benchmark. Table 3 reports the standard deviation and auto-correlation coefficient of the cyclical component of selected macroeconomic variables for each country. Again, those for the euro area aggregate and individual western European economies are reported at the bottom of the table as memorandum items.

Stylized fact 1: Cyclic flow fluctuations in the European EME are more volatile and frequent than in the euro area. The standard deviation of detrended GDP series is systematically larger in the European EME than in the euro area. On the other hand, the auto-correlation coefficient is on average smaller, although in Romania, and possibly Croatia, it is of a magnitude comparable to that of the euro area. Within the group of EME, GDP fluctuations in the central European EME bear the closest resemblance to the benchmark, particularly in terms of persistence. There appears to be no systematic association between volatility and persistence of the cycle, in the sense that some of the economies with larger volatility also display rather persistent fluctuations. As with the euro area, the correlation of GDP and industrial production is high, with the exception of Bulgaria and the Czech Republic. Moreover, industrial production has a mild leading effect.

Stylized fact 2: Private consumption and investment are procyclical and more volatile, in absolute terms, than in the euro area. However, their volatility relative to the volatility of GDP is, on average, not higher than in the euro area. Private consumption in the EME is procyclical. Russia is a notable exception, displaying an acyclical pattern that certainly deserves further investigation in future research. Consumption fluctuations in the EME are more volatile and less persistent than in the euro area. However, when expressed as a ratio to GDP volatility, the volatility of consumption in the EME is not systematically higher than in the euro area. The central European EME, in particular, display relatively low volatility. This supports the view that the development of domestic financial markets and the process of international financial integration are opening up greater consumption smoothing opportunities for households in those countries.

Investment is procyclical, even though the correlation with output is less strong than in the euro area. In Hungary the correlation is not even statistically different from zero. As was observed for private consumption, investment fluctuations in the EME are more volatile and less persistent than in the euro area aggregate. However, relative to GDP volatility, investment volatility is not as high as in the euro area aggregate. In some of the countries where it is lower (i.e. the Czech Republic, Poland and Romania), the persistence of investment is not much smaller than in the euro area aggregate.

Stylized fact 3: Government consumption is more erratic in the European EME than in the euro area. Government consumption is acyclical on average, but procyclical in several countries (Bulgaria, Poland, Romania and Russia). Volatility is greater than in the euro area, both in absolute and relative (to GDP) terms. This high volatility is associated with low persistence, pointing to an erratic pattern of fluctuations in government consumption in the EME. This could have potentially negative dynamic implications as it might increase economic uncertainty and hence reduce domestic and foreign investment. Furthermore, the procyclical or acyclical of government consumption is likely to undermine the overall countercyclicality of a government’s fiscal policy stance. The negative welfare implications can then be quite strong, especially in terms of the risk-insurance role that government consumption is likely to play in the EME. The acyclicity of the detrended component of the fiscal balance supports the view that fiscal policy is seldom countercyclical, in line with the experience of several other emerging market economies.

Stylized fact 4: In the EME, exports appear to respond more to the euro area business cycle than to the domestic business cycle. Exports in the European EME are acyclical. However, their correlation with the business cycle (i.e. output and consumption fluctuations) of the euro area is

---


positive and statistically significant, especially for the central European EME. Imports, on the other hand, are strongly procyclical, while net exports are countercyclical, with the only evident exception of Romania. The strong link between the EME’s exports and the euro area’s business cycle suggests that trade can indeed be an important channel of synchronization of business cycles. An expansion in the euro area could foster demand for exports from the EME. This, in turn, would increase net exports, aggregate demand and, ultimately, output in the EME.

Stylized fact 5: Employment is procyclical in the central European economies and acyclical in the other emerging market economies. Labour productivity is strongly procyclical. There appear to be some important differences in the cyclical behaviour of employment between the central European EME and the others. In the central European countries, employment is procyclical, possibly with the exception of Slovakia (where the correlation coefficient is bordering on significance at low confidence values). Furthermore, employment fluctuations appear to lag behind those of output, and are in general smoother (i.e. less volatile). In the other EME, employment is substantially acyclical, with less marked lagged and smoothing effects. Labour productivity, on the other hand, is strongly procyclical in all of the countries, though the strength of the correlation varies a great deal across countries. An interpretation for those patterns is that labour-market dynamics are driven by procyclical technological shocks, with some form of labour hoarding taking place in the central European economies. Procyclical productivity can be rationalized by models with procyclical technological shocks and those with labour hoarding.\(^{34}\) (i.e. Burnside et al., 1993). Procyclical technological shocks generate a substantially acyclical pattern of employment, while labour hoarding would imply procyclical, but lagged and smooth, employment fluctuations. Therefore technological shocks are likely to drive labour-market cyclical dynamics in the EME, but labour hoarding seems to be an important part of the story in the central European EME.

Stylized fact 6: Several EME are characterized by very high volatility of prices, inflation and real interest rates. Discerning a cyclical pattern for prices and inflation is difficult, but it seems that they are not procyclical. Real interest rate movements, on the other hand, tend to be acyclical. Consumer prices and inflation fluctuations exhibit a rather mixed pattern. In Bulgaria, the Czech Republic, Romania and Slovakia, the consumer price index is countercyclical. In Croatia, Hungary and, possibly, Russia (where the correlation is close to statistical significance), prices are instead acyclical. Only in Poland is there a clear procyclical pattern. Similarly, most EME display either countercyclical (Hungary, Romania and Slovakia) or acyclical (Bulgaria, Croatia, the Czech Republic and Russia) inflation. Again, Poland is the only economy where inflation fluctuations are unambiguously procyclical.

Most emerging market economies have suffered from either very high inflation or hyperinflation in the aftermath of price liberalization. This makes the volatilities of the consumer price index and the inflation rate very high, on average, especially outside the group of the central European EME. Extreme volatility might then explain the difficulties in discerning a common cyclical pattern. It is worth stressing that the absence of a clearly procyclical behaviour of prices and inflation (with the exception of Poland) is consistent with the interpretation of business cycle models based on technological shocks.

To some extent, the difficulties in discerning a pattern for inflation and prices translate into similar ambiguities with regard to the pattern of real interest rates. The broad evidence is that movements in the real interest rate are acyclical, with the exception of Slovakia where they tend to be procyclical. This is in line with that observed for the euro area aggregate, and might be interpreted as an indication that monetary policy stance of the EME is generally neutral over the business cycle.

B. International correlation of business cycles

Table 4 reports the cross-correlations of output fluctuations between the European EME and the euro area aggregate up to four lags/leads. The cross-correlations for individual countries are not displayed in the table, but they are commented on below.


Stylized fact 7: With the exception of Hungary and Poland, the output cycles in the EME are substantially asynchronized with the output cycles in the euro area aggregate. For the central European EME, the correlation is generally positive, with the exception of Slovakia. However, the correlation coefficient is statistically different from zero only for Hungary and Poland. Furthermore, there is evidence that output cycles in these countries lag behind those of the euro area by a period of a few quarters. Of the other emerging market economies in the sample, Bulgaria and Russia display positive correlations, while Croatia and Romania show negative correlations. However, possibly with the exception of Bulgaria (whose estimated correlation coefficient is just at the threshold of statistical significance), none of others’ are statistically different from zero.

The pattern of synchronization between the EME and Germany (or France or Italy) is not very different from that observed for the euro area aggregate. This is hardly surprising, given the strong positive correlation between the cycles of the euro area aggregate and those of these individual countries. Hungary and Poland are the only two EME that have cyclical fluctuations significantly correlated with those of Germany. Correlations with the cycles of the United Kingdom are also largely insignificant in statistical terms for all the EME except Hungary.

V. Policy issues and conclusions

The analysis in this paper suggests that in the European emerging market economies, business cycles are in general frequent and characterized by large fluctuations of output and other macroeconomic variables. As is well known, cyclical volatility of output and consumption has strong dynamic as well as welfare implications.36 An important policy issue thus concerns the stabilization of cycles. However, the process of monetary unification entails a loss of independence of monetary policy. This has important implications, since the EME are set to progressively adopt the monetary policy stance of the European Central Bank (ECB), which, according to evidence, is mildly countercyclical. Furthermore, the business cycles of the EME appear to be only weakly correlated with those of the euro area (possibly with the exception of Hungary and Poland). Taken together, these two facts imply that the EME, at least those that are rapidly progressing towards integration into the

European Monetary Union (EMU), will have to rely mainly, if not exclusively, on fiscal policy for domestic stabilization purposes. However, the fiscal policy stance of these countries does not appear to be strongly countercyclical. On the contrary, as with several other emerging market economies, the European EME often display a procyclical (or acyclical) pattern of government consumption, which in turn undermines the effectiveness of automatic stabilizers to drive an overall countercyclical fiscal policy stance. In this context, it is recommended that the EME strengthen the countercyclicality of their discretionary fiscal policies and allow automatic stabilizers to work freely. Complementary policies should aim at further developing domestic financial systems in order to facilitate consumption smoothing of households of all income levels. More proactive labour-market policies would also prevent the hysteresis of unemployment, thus tempering the dynamic negative effects of deep recessions.

In the context of the process of monetary integration, another important finding of this paper concerns the responsiveness of exports to the business cycle of the euro area. Trade links can therefore be an important factor driving business cycle synchronization. The conclusion is in line with the idea that optimal currency areas might be endogenous or self-validating. Yet the fact remains that, at present, the degree of business cycle synchronization with the euro area is weak for several of the countries that aim to join the EMU. This increases the importance of allowing a flexible adjustment of prices and wages and greater labour mobility across sectors and regions/countries to absorb asymmetric shocks.

To conclude, there are several areas for future research. The most obvious one is the extension of the analysis to cover more countries and variables as new data become available. Refinements in the treatment of transformational recessions would also be useful. The issue of consumption smoothing deserves more analysis, both theoretical and empirical, in order to understand how the greater risk-sharing opportunities brought about by globalization could help households reduce their vulnerability to output and income fluctuations.

---

Appendix 1: Definitions of variables and data sources

The data used for the business cycle analysis are quarterly time-series covering the first quarter of 1990 to the fourth quarter of 2004. For some European emerging market economies, the first available observation is later than the first quarter of 1990, and a number of initial observations are omitted from the sample as they relate to transformational recessions. The statistical criterion for cut-off in the sample is to eliminate those swings in detrended GDP series that occurred in the early 1990s and that clearly stand out as outliers relative to all subsequent swings (as described in the main text).

The variables used in the analysis are: aggregate GDP, private consumption, government consumption, fixed investment, imports and exports of goods and services, net exports (defined as imports minus exports), employment (total number of employed workers), labour productivity (defined as the ratio of aggregate GDP to employment), consumer price index, inflation (quarter-on-quarter growth rate of the consumer price index), fiscal balance (total revenues minus total expenditures of the central government), and real short-term interest rates. Aggregate GDP and the components of aggregate demand are all in constant prices, and net exports and fiscal balance are expressed as a ratio to real GDP. Aggregate GDP, components of aggregate demand (excluding net exports) and employment are log-transformed.

The business cycle analysis has to be performed on seasonally adjusted data. However, since the original data sources for the European EME often provide data that has not been seasonally adjusted, seasonal adjustment has been undertaken using the X12A.EXE seasonal adjustment program available from the United States Census Bureau. This appears to be a rather standard approach in the literature. Moreover, to check the reliability of the seasonal adjustment, the same procedure has been applied to non-seasonally adjusted series for the western European countries. The resulting seasonally adjusted series have been compared with those originally available from the data sources. Qualitative differences (i.e. the location of cyclical turning points) are minimal, thus suggesting that the Census X12A.EXE program performs well.

Appendix 2: Some further country details

Differences in underlying economic structures and policy choices result in cross-country differences in the structure and characteristics of business cycle fluctuations. It is therefore important to explain those country-specific features that diverge from the general stylized facts described in section 5.

In Bulgaria, the fluctuations of output tend to be much wider and more frequent than in the rest of the European EME. Most of the other macroeconomic variables also exhibit above-average volatility and frequency, thus often Bulgaria features as an outlier. With respect to the co-movement of macroeconomic variables with GDP, Bulgaria stands out for having rather strongly procyclical government consumption, coupled with a close to significant negative correlation of the cyclical fiscal balance with output. This might suggest that fiscal policy is not being used countercyclically to any significant extent. At the same time, Bulgaria is one of only two European emerging market economies where consumption fluctuations are significantly smoother than output fluctuations. Most of the correlations for the other variables are in line with the stylized facts.

In Croatia, cyclical GDP tends to be more volatile than in the central European economies, but certainly less volatile than in the other European EME. Similarly, persistence is lower than in the central European economies, but in line with that of the other European EME. The main difference relative to the stylized facts concerns the high persistence of government consumption (even higher than in the euro area); this suggests that fiscal expenditure is less erratic than in most of the other European EME.

In the Czech Republic, output cycles are highly persistent, but generally more volatile than in the other central European economies. In general, the statistical properties of the business cycle are in line with the stylized facts. A distinctive feature of the Czech Republic is the very high degree of procyclicality of productivity, coupled with procyclical employment. This makes the cyclical labour-market dynamics in the Czech Republic quite similar to those of the euro area.

In Hungary, fluctuations in output have the lowest volatility among the central European economies, while persistence is very close to that observed in some individual large economies in the euro area. An important aspect of the Hungarian business cycle that contrasts with most of the other European EME is its significant and positive correlation with the euro area aggregate (and Germany). Another striking difference from the stylized facts is that investment in Hungary is acyclical.

In Poland, fluctuations in cyclical output are relatively narrow and persistent by the standards of the European EME, and they positively and significantly correlate with the GDP cycle in the euro area aggregate. An important departure from the stylized facts concerns the behaviour of prices and inflation, which are characterized by procyclical fluctuations. This observation suggests that the interpretation of cyclical fluctuations based on technological (or other permanent supply-side) shocks might not be fully applicable to Poland. In fact, the procyclical fluctuations of prices and inflation are more consistent with demand-side shocks (i.e. shocks to components of the aggregate demand). These shocks then result in procyclical employment fluctuations, which are, nevertheless, smoother than output fluctuations to the extent that firms hoard labour. A combination of demand-side shocks and labour hoarding might therefore be a more likely interpretation of cyclical fluctuations in Poland. Another interesting distinctive feature of the Polish cycle is the procyclicality of government consumption, which in the other central European countries is acyclical.

In Romania, output fluctuations are fairly volatile, but characterized by very high persistence (actually, the highest persistence in the sample). Both consumption and investment are also more persistent than the sample average. There are a few features of the Romanian business cycle that do not conform to the stylized facts. One is that imports and exports are acyclical and net exports are procyclical. Another is the countercyclical behaviour of the fiscal balance, which is, however, consistent with the observed strongly procyclical and persistent fluctuations of government consumption. Together, these two findings might be taken as evidence that the cyclical component of the budget accommodates, rather than stabilizes, the cycle.
In **Russia**, cyclical output is more volatile than in all the other European EME except Bulgaria. More generally, for most of the other macroeconomic variables, cyclical fluctuations exhibit standard deviations above the sample average. The 1997-1998 crisis contributed significantly to this high volatility. Probably the most relevant departure from the stylized facts concerns private consumption, which in Russia seems to be acyclical. It is difficult to believe that acyclical is the result of some extreme form of consumption smoothing, particularly given the fact that consumption is as volatile as GDP. Further analysis of this result and its implications for economic policy would certainly be an interesting area for future research.

In **Slovakia**, GDP fluctuations display low volatility (lowest in the sample after Hungary), but also low persistence (lowest in the sample after Bulgaria). This is indicative of narrow, but rather frequent, business cycles. Slovakia is the only country among the European EME where the cyclical fluctuations of the real interest rate are procyclical, reflecting – at least to some extent – the countercyclical behaviour of inflation and prices. A procyclical real interest rate might be indicative of a stabilizing role for monetary policy.