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Abstract: Numerical data masking techniques have developed from basic noise addition approaches to new approaches based on correlated noise, general additive data perturbation, multiple imputation, micro-aggregation, data swapping, data shuffling, copula based perturbation methods, etc. With this many competing approaches based on different underlying models, it has become very difficult (if not impossible) to compare the similarity between the masked data and the original data using existing measures. Hence, there is a need to develop a new measure for evaluating different methods on the same basis. In this study, we develop a new Common Index of Similarity (CIS) for all data masking techniques. The measure ranges from 0 (no similarity between the original and masked data) to 1 (the original and masked values are the same) for unmasked data allowing for comparison between different methods used to mask numeric data.

1. Introduction

Early approaches for masking numerical data focused almost exclusively on the addition of noise to the original values and releasing the noise added values as the masked value (Traub et al 1984). With such an approach, it was easy to compare different masked data values since the variance of the noise added represented a simple but effective measure of the similarity between the original and masked values. The similarity between the masked and original data was inversely related to the variance of the noise added. Greater noise variance resulted in lower similarity and vice versa. Even in this case, if for some reason, the data provider decided to add different levels of noise to different variables, comparison the similarity of entire data sets became a problem. The correlated noise addition procedure suggested by Kim (1986) alleviated this problem since the variance of noise added, relative to the original variance, was a constant across all variables.

Starting in the early 1990’s, there has been a renewed interest in statistical disclosure limitation. This has led to the development of new techniques for masking numerical data. These techniques vary widely in the underlying model used to generate the masked data. Some techniques such as multiple imputation (Rubin 1993), general additive data perturbation (Muralidhar et al 1999), and sufficiency based approach (Burridge 2003, Muralidhar and Sarathy 2008) generate the masked data using linear models. Other techniques such as the copula based methods (Sarathy et al 2003) adopt a more complicated model to generate perturbed data. Even with linear models based approaches, it is not always easy to determine the “noise added” part of the model. With copula based approaches, it becomes even more difficult to isolate the noise added.

In addition to the above, we also have other approaches that do not directly involve noise addition or statistical modeling. These approaches include data swapping (Moore 1996) and micro-aggregation (Domingo-Ferrer and Mateo-Sanz 2002). In data swapping, values within a specified proximity are randomly swapped and released as the masked data. In micro-aggregation, the original values of the variables are replaced by the average value of the same variables in close proximity of the original values. The interesting aspect is that both these
techniques involve values within close proximity which is usually determined by the ranked values of the variables. There are other methods such as data shuffling (Muralidhar and Sarathy 2006) where the copula based perturbation and then performing a reverse swap so that the original values of the variables are used to generate the masked data. Data shuffling represents a hybrid of perturbation and swapping. The above methods are rank based and do not directly involve noise addition in their approaches.

When a data provider is comparing different approaches, it becomes very difficult to evaluate their relative performance without some measure that provides a common basis for such a comparison. For example, if we are to compare masked data generated using traditional noise addition method to micro-aggregated data, we have to have some common measure upon which we can compare the masked data resulting from these two techniques. Since the parameters used for the two approaches (variance for noise addition and how many values are to be aggregated for micro-aggregation), it is very difficult to directly compare the two methods. What is needed is a common benchmark that would allow for a reasonable comparison of the two methods. The objective of this manuscript is to develop a Common Index of Similarity (CIS) that will serve as such a benchmark between disparate techniques used to mask numeric data.

2. Key Characteristics of CIS

In developing CIS we attempted to capture some specific characteristics that we believe are important for such a measure. The first characteristic is that the measure should be standardized for all methods. In the case of simple noise addition, the variance of the noise represents a good measure of similarity. However, with simple noise addition, the variance of the noise is not standardized since it could vary from 0 to practically any value. It is possible for instance, to add noise whose variance is twice as much as the variance of the original variable. In addition, it is also possible that some variables are perturbed more than others. In such a case, there is no way to standardize the extent of perturbation between the two variables. The CIS measure developed in this study, by contrast, is standardized to be between 0 and 1 where a value of zero reflects no similarity with the original variables and a value of one represents unmasked data.

In developing the CIS measure, we also wanted to ensure that the measure did not directly represent either utility or disclosure risk. Since there are so many measures of both data utility and disclosure risk, the selection of a particular measure can present a problem to some methods and favor another. For instance, it is possible that a particular method satisfies data utility defined on some measure, but not on another. Similarly, it is possible for a particular method to provide low identity disclosure risk, but high value disclosure risk. Selecting a similarity index based on any particular measure of utility or disclosure could potentially bias the results in favor of one method. The CIS measure developed in this study does not directly represent any particular measure of data utility or disclosure risk and hence is not biased in favor of any particular method. In the following section we provide a detailed description of the similarity index developed based on the above characteristics.
3. Description of CIS

Let $X$ represent a set of numerical confidential variables and let $Y$ represent the masked values for the same variables. The masked variables can be generated by any data masking approach available. The objective of this manuscript is to develop an index to measure the similarity between $X$ and $Y$ based on the characteristics described above.

The CIS measure that we propose is based on the concept of canonical correlation between numerical variables. Canonical correlation analysis (CCA) is a statistical procedure that allows us to identify and quantify the relationship between two sets of variables. CCA identifies a linear combination of variables in one set that have the highest correlation with a linear combination of variables in another set (Johnson and Wichern 1992). In the case of data masking we are concerned with one set of original variables ($X$) and another set of masked variables ($Y$) and CCA allows us to do that.

Specifically, the CIS measure is computed as follows. Let $\Sigma_{XX}$, $\Sigma_{YY}$, and $\Sigma_{XY}$ represent the covariance matrix of $X$, $Y$, and the covariance between $X$ and $Y$, respectively. Now consider the following expression:

$$\Sigma_{XX}^{-1/2} \Sigma_{XY} \Sigma_{YY}^{-1/2} \Sigma_{XY}^{-1}$$

(1)

It is easy to verify that the resulting matrix is symmetric with dimensions $(k \times k)$ where $k$ represents the number of (confidential) variables in $X$. Note that the above expression can also be specified by starting with $Y$ rather than $X$. The results of the analysis would be the same regardless of the manner in which this expression is specified.

The matrix resulting from equation (1) has $k$ eigenvalues. The primary (largest) eigenvalue of the above expression ($\lambda$) has the following interesting statistical property. It represents the maximum proportion of variability in $Y$ that can be attributed to $X$. In other words, consider two arbitrary linear combinations of $a^TX$ and $b^TY$ where $a$ and $b$ are vectors of length $k$. Canonical correlation analysis identifies that particular vectors $a$ and $b$ that maximize the correlation between $a^TX$ and $b^TY$. The square root of the primary eigenvalue represents the maximum absolute correlation between any linear combination of $X$ and $Y$. Note that the square of the remaining $k-1$ eigenvalues also represent the lower level canonical correlations.

CCA has been applied extensively in practice. Typically, in addition to identifying the highest correlation, CCA analysis is often used to identify $a$ and $b$ that result in the maximum correlation. CCA represents an important multivariate analytical tool that enables us to simplify the relationship between two sets of potentially complex variables. While the eigenvalues and the corresponding correlation can be computed directly from equation (1), most statistical analysis tools (such as SAS) provide for comprehensive CCA analysis where they identify the eigenvalues, correlations, vectors $a$ and $b$, and other detailed analysis.

For these reasons, we propose that the primary eigenvalue from equation (1) be used as the Common Index of Similarity (CIS). The interesting feature of this measure is that it incorporates the relationship between the variables since the covariance matrix of $X$ plays a critical role in the assessment. For instance, for a single variable and noise variance equal to $d \sigma^2$, the expression in equation (1) reduces to $1/(1+d)$. For multiple variables, a simple reduction is not possible.
because of the relationship between the variables in $X$. As we will show in the following sections, with multiple variables, CIS is actually higher than what would be expected. In other words, because of the structure of $X$, for a given level of noise is added, the resulting similarity is higher than expected.

By contrast, for correlated noise, for any number of variables, and variance of noise added is $d\Sigma_{XX}$, the expression in equation (1) reduces to $1/(1+d)$. Typically, when comparing simple noise addition and correlated noise addition, the measure of comparison is usually specified by the value of $d$. However, when we look at the similarity between $X$ and $Y$, there is a considerable difference between simple noise addition and correlated noise addition. The CIS of correlated noise addition will be less than that of simple noise addition when the number of variables is greater than 1. The only case where they would be equal for more than one variable is when $\Sigma_{XX}$ is a diagonal matrix with zero in all off-diagonal terms, that is, the variables in $X$ are uncorrelated.

Thus, using this measure provides the following advantages:

1. It provides a standardized measure of similarity (on a scale of 0 to 1),
2. It incorporates the structure of the confidential variables in measuring similarity,
3. It provides a meaningful interpretation of the “variance added” by the data masking procedure,
4. It is consistent with a variance measure that is used in noise addition,
5. It can be applied to any numerical data set, and
6. It is simple to compute using standard statistical analysis tools.

Note that this measure is completely consistent with the variance measure used in noise addition. In fact, we can show that when $X$ and $Y$ are vectors, the value of CIS, $\lambda$, reduces to $1/(1 + \text{noise variance})$.

4. Empirical Example of the Application of CIS
In this section, we provide a few simple examples to illustrate the application of CIS. For the purpose of this analysis, we used the Census Data Set that has been used extensively in practice. The data set consists of 1080 observations with 13 variables. For the first example, we used only 2 variables (Adjusted gross income (AGI) and Employee contribution for health insurance (EMCONTRB)) in columns 2-3 of the data set. In the first example, we added independent noise to each of the variables ranging from 1% to 100% of the variance of each variable. The results of this analysis are presented in Table 1.

From Table 1, it is evident that when the noise added to one of the variable is 10% of the variance or less, CSI stays at above 90%. For noise levels between 10% and 25% for both variables, CSI stays close to 80%. With 50% noise added for both variables, CSI is close to 70%. It is only when the noise added for both variables is 100% that CSI drops to around 60%. Typically, 100% noise added would be considered too high and we would expect there to be little or no similarity between the original and masked variables. However, the CSI clearly shows
that even with such high level of noise, the data maintains a good “similarity” of approximately 60%.

<table>
<thead>
<tr>
<th>Noise Level for EMCONTRB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
</tr>
<tr>
<td>5%</td>
</tr>
<tr>
<td>10%</td>
</tr>
<tr>
<td>25%</td>
</tr>
<tr>
<td>50%</td>
</tr>
<tr>
<td>100%</td>
</tr>
</tbody>
</table>

Table 1. CSI for different levels of simple noise addition

In the next experiment, we investigated the impact of the number of variables on the measure. In this experiment, we used 8 variables (columns 2 to 9) from the Census data set. In each case, we perturbed all variables the same level ranging from 1% to 100% as in the prior experiment. Table 2 provides the results.

<table>
<thead>
<tr>
<th>Number of variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1%</td>
</tr>
<tr>
<td>5%</td>
</tr>
<tr>
<td>10%</td>
</tr>
<tr>
<td>25%</td>
</tr>
<tr>
<td>50%</td>
</tr>
<tr>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2. CIS for different number of variables with simple additive noise

The above results provide some interesting insights. When the number of variables equals 1, the results indicate that CIS provides results that extremely close to the theoretically expected value of 1/(1 + d) where d represents the level of noise added. The small differences can be attributed to random number generation. This not the case when there are multiple variables. For example, when the noise added is 100% for each variable, we expect the similarity to be 1/(1+d) = 0.5. However, with 8 variables from the Census data set, we observe that the actual CIS is only 0.8252. As the number of variables increases, the actual CIS is considerably different from the expected level of 1/(1 + d). This can be attributed directly to the structure of \( \Sigma_{XX} \) in the Census data set. Incorporating the inherent relationships between the variables in \( X \) is an important characteristic of the CIS measure.

The impact of this incorporating the covariance structure of \( X \) can be assessed if we consider a comparison between simple noise addition and correlated noise addition. Assume that we wish to compare simple noise addition with a noise level of 100% with correlated noise addition. Traditionally, the appropriate comparison would be the same level of noise (100%) for correlated noise as well. However, when using the correlated noise method with noise equal to 100%, the
resulting value of CIS ≈ 0.50 (without accounting for the inherent variability in generating the noise) whereas for simple noise addition is 0.8252. Hence, for this data set, when comparing the simple noise for 8 variables with noise = 100% of the variance of the individual variables, the appropriate comparative level of correlated noise added would be only about 21.18%. Thus, the new CIS measure provides a better benchmark for comparing two equivalent approaches which incorporates the inherent relationship structure present in the data. A direct comparison of simple noise addition and correlated noise addition using the level of noise added would be appropriate if and only if all variables in X are uncorrelated.

The final experiment consisted of an evaluation based on different methods of data masking. For this experiment, we used three variables (AGI, EMPCONTRB, and FEDTAX, columns 2-4 of the Census data set). And for this illustration, we used four different data masking techniques, namely, simple noise addition, correlated noise addition, univariate micro-aggregation, and proximity based rank swapping. For each method, we used 6 different levels of data masking. For simple noise addition and correlated noise addition, we used the same six levels (1%, 5%, 10%, 25%, 50%, and 100%) as before. For univariate micro-aggregation, we specified the number of observations to be aggregated (k) to 5, 25, 50, 100, 200, and 500. Finally, for data swapping, we specified the rank proximity to be 5, 25, 50, 100, 200, and 500. The results are presented in Table 3.

<table>
<thead>
<tr>
<th>Noise level (d)</th>
<th>Simple Noise Addition</th>
<th>Correlated Noise Addition</th>
<th>Number of observations aggregated</th>
<th>Rank Based Swapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise level (d)</td>
<td>CIS</td>
<td>Noise level (d)</td>
<td>CIS</td>
<td>Proximity of the observations swapped</td>
</tr>
<tr>
<td>1%</td>
<td>0.9952</td>
<td>1%</td>
<td>0.9907</td>
<td>5</td>
</tr>
<tr>
<td>5%</td>
<td>0.9763</td>
<td>5%</td>
<td>0.9559</td>
<td>25</td>
</tr>
<tr>
<td>10%</td>
<td>0.9538</td>
<td>10%</td>
<td>0.9167</td>
<td>50</td>
</tr>
<tr>
<td>25%</td>
<td>0.8921</td>
<td>25%</td>
<td>0.8194</td>
<td>100</td>
</tr>
<tr>
<td>50%</td>
<td>0.8056</td>
<td>50%</td>
<td>0.6872</td>
<td>200</td>
</tr>
<tr>
<td>100%</td>
<td>0.6755</td>
<td>100%</td>
<td>0.5126</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 3. Comparison of different data masking techniques

As observed earlier, CIS results from correlated noise addition method are very close to the theoretically expected CIS value of $1/(1 + d)$. For all other approaches, it is impossible to predict the exact value of CIS since the relationship structure of X dictates the actual CIS value observed. This is clearly illustrated in the results in Table 3. Both univariate micro-aggregation and rank based swapping result in high CIS compared to noise addition methods. This could be seen both as an advantage and a disadvantage. A high CIS indicates that the masked data is likely to retain the same characteristics as the original data and hence presents an advantage in terms of data utility. Simultaneously, a high CIS could also possibly result in high disclosure risk and hence presents a disadvantage in terms of security. This is only to be expected since for all these methods, there is an inherent tradeoff between data utility and disclosure risk.
The table also provides adequate information for setting benchmarks for the different techniques. If a data provider is considering data swapping and simple noise addition, then it is easy to verify that in order to achieve the same CIS of the noise addition method with 5% noise, one would have to swap values that are within 100 ranks of the original values. In this case, both methods result in CIS of approximately 0.975. The interesting part is that is another data set, the same comparison may result in completely different results due to the structure of the confidential variables. That CIS is able to capture this important characteristic is a significant advantage of this measure.

5. Conclusions
The objective of this paper is to present a new measure to quantify the similarity between the original and masked data, regardless of the underlying data masking mechanism. Development of such a measure would assist in making effective comparisons between different data masking techniques. We present just such a measure based on canonical correlation analysis. Experimental evaluations using the Census data set indicate that the measure performs well in comparing different techniques and could be used effectively in practice.

References