Correction

Research indices using web scraped data (released 01/09/2015)

An error has been identified in the chained daily index. As a result of the error, the chained daily index was inverted. This error affects Sections 4.1 and 4.2, Figures 1, 2, 3 and 4, and Appendix 2. The data and charts have been updated, and the commentary in the article amended accordingly.

ONS apologises for any inconvenience caused.
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1. Introduction

The Consumer Prices Index (CPI) is produced monthly by the Office for National Statistics (ONS). The index measures the change in price of a fixed basket of approximately 700 goods and services. Prices for around 520 of these items are collected by price collectors from stores across the country. The remaining prices are collected centrally through websites, catalogues and by phone. This is often referred to as traditional price collection in index number literature.

As part of the drive towards innovation and exploiting existing sources of data we are currently investigating alternative sources of data for consumer price statistics. This was also a key recommendation in Paul Johnson's *UK Consumer price statistics: A review* (2015). In January 2014 we set up a Big Data Project to investigate the benefits and the challenges of using such data, and associated technologies within official statistics. The prices pilot is one of four practical pilots set up to provide us with first-hand experience in handling big data. The Big Data Project will shortly be releasing a paper on this work. The pilot uses web scraping techniques to collect prices. Web scrapers are software tools for extracting data from web pages. The growth of online retailing over recent years means that price information for many goods and services can now be found online.

On 8 June 2015 we published research into using web scraped data to form price indices. This paper presents the next phase of the research. The indices presented in *Trial consumer price indices using web scraped data* (Breton R, et. al. 2015) were based in June 2014 and ran to April 2015. Here, we extend the time series to June 2015. The previous research presented chained daily and unit price indices at daily, weekly, fortnightly and monthly frequencies. It also included a fixed base index which followed CPI methodology as closely as possible. In this paper we introduce a web scraped index compiled using the GEKS – Jevons formula, which should be more appropriate for high frequency data. Finally, in this stage of research, the unit price and web scraped CPI indices are rebased in January 2015.

In section 2 of this paper we discuss the data collection and cleaning processes. Section 3 discusses the limitations of the data and, in section 4, we present an analysis of each of the different indices. In section 5 we consider the production of a real time price index using a sample of the web scraped data, and we present conclusions and ideas for future work in sections 6 and 7 respectively. Methodologies are presented in Appendix 1, and charts for each of the web scraped items are presented in Appendix 2.
2. Data collection

2.1 Background

Alternative sources of data have the potential to greatly improve the quality of consumer price indices. One such data source is point of sale scanner data. Scanner data are datasets collected by retailers as products are scanned through the till. Scanner data offers many benefits, such as real-time expenditure weights for all transactions. Currently expenditure weights are only available at a lag of two years, and are weighted up to population totals. However, retailers have been largely unwilling to provide scanner data. Our experiences with scanner data to date are reported in Initial report on experiences with scanner data in ONS (Bird D, et. al. 2014).

Web scraping has some similar benefits to scanner data. It could provide an opportunity for us to automate some aspects of price collection. Web scraping also has potential for use in other areas, such as the collection of attribute information for the quality adjustment of technological items, also known as hedonics. The hedonic adjustment process is described in more detail in the CPI technical manual, Chapter 8.2 (ONS, 2014).

Price and attribute collection procedures place a heavy burden on official resources. Web scraping has the potential to offer savings in these areas. However, these savings need to be considered alongside potentially high maintenance costs (see section 2. Data collection). Web scraping also provides an opportunity to improve quality by increasing the number of price quotes feeding into the index, and to produce indices on a more frequent basis. Perhaps most importantly, it gives us the opportunity to explore big datasets and develop methodologies that are appropriate for the volume of data. These experiences will be invaluable should other sources of big data (e.g. point of sale scanner data) be introduced into consumer price statistics.

However, unlike scanner data, web scraping does not provide any expenditure information. This means that we are unable to weight indices below the Item level. Moreover, in current local price collection, expert price collectors select products that are representative of what consumers typically purchase. Web scrapers, however, will select all products indiscriminately of expenditure.

Web scraping is also limited to retailers who have an online presence. This immediately rules out several supermarket chains, such as Aldi or Lidl, who have a reasonably large share of the market (approximately 10%), but do not sell online. In this pilot, prices have been collected from three major online supermarkets: Tesco, Sainsbury and Waitrose (with approximately 50% share of the market). As such, these data are not comparable with traditionally collected prices. Further reasons why the data are not comparable are given in section 3.

2.2 Data collection

ONS’s Big Data pilot for prices has developed prototype web scrapers for three online supermarket chains: Tesco, Sainsbury and Waitrose. These scrapers were programmed in Python using the scrapy module. Every day at 5.00 am the web scrapers automatically collect prices for 35 items in the CPI basket. The web scraper uses the websites own classification structure to identify suitable products. The number of products collected within each item category varies depending on the number of products stocked by each supermarket. The web scrapers collect approximately 6,500 price quotes per day (approximately 200,000 a month), which is a larger collection of prices than is gathered under the traditional approach.
For example, in current CPI collection, around 140 (70cl) prices for bottles of whisky are collected on a specific day (index day) each month. The traditional collection covers a broad range of shop types and locations. In comparison, the web scrapers collect over 6000 whisky price quotes per month across the three supermarket websites. This is equivalent to hundreds of whisky prices per day; covering a broad range of types, such as single malts or blends. By contrast, and due to the nature of the product, only seven prices for bananas are collected per day across the three supermarkets. Three key variables are collected from each of the supermarkets’ websites: the product name, price and offer (discount) information. This paper does not consider the impact of discounts. The data are being used to investigate the effects of discounting in other project work.

Prices have been collected from all three supermarkets almost every day. Missing days were mainly caused by retailers making structural changes to their websites. As a result, the web scraper code needs to be altered. Missing data were also caused by internet outages or other IT system failures. To minimise the risk of this creating breaks in the time series, web scrapers are run from two ONS locations (Newport and Titchfield). It has also been used to investigate potential price differences caused by web scraping in different parts of the country, although, to date, no such differences have been discovered.

Despite the success of the web scrapers in collecting large volumes of data, there are still outstanding issues. These issues are considered below:

- The terms and conditions for Asda imply that web scraping may not be an acceptable use of the website. Further, it is thought that they use blocking technologies to prevent scraping. Therefore, prices are not scraped from this supermarket’s website.

- The Waitrose website has an infinite scrolling system, wherein a maximum of 24 items are listed on a page. If there are more than 24 items, these are loaded sequentially via user activation of the scroll bar. The current web scraper is not able to replicate this user action. This limits the data collection to the first 24 items listed under each category.

- Initially there was a problem web scraping Sainsbury involving cookies. These issues were eventually resolved.

These issues highlight the technical difficulties in web scraping as a method of data collection.

2.3 Maintenance

The web scrapers require daily monitoring. Each day an automated email report is generated. The report has counts for each item category and each supermarket. Other errors are identified through descriptive statistics, or simply by manually inspecting the data.

Since the start of this pilot more intuitive web scraping tools have been developed, such as import.io, which have a simpler interface and lower maintenance. These tools are currently being investigated.

2.4 Data Cleaning and Manipulation

Although the collection of price data through web scraping has been fairly successful, the processing, cleaning and manipulation of the data (also known as data wrangling) have presented additional challenges. Each website stores information in different ways using a variety of formats, descriptions and product classifications. The purpose of the data wrangling step is to process
these diverse raw data in a form which is suitable for analysis. Data wrangling is regarded by data scientists as taking up a significant proportion of the project time when dealing with noisy data. A recent article in the New York Times (Lohr, 2014) terms this ‘Janitor work’, which can take up to 50%-80% of the project time. The experiences of the Big Data Project confirm this.

Web scraped data collection is not as rigorous as manual collection. It collects high volumes of data in a timely fashion, and relatively cheaply; however, it is difficult to control the accuracy of what is collected since the web scraper will collect all the items under a supermarket’s definition. For example, it will select all items under the supermarket’s definition of bread. A human collector can distinguish between a white sliced loaf and a tea cake, but the automated wrangling program cannot do this without being programmed to do so. We describe this as the labelling challenge.

Furthermore, key features of interest are buried within the raw data. For example an item description could be ‘Cola drink four pack of 335ml cans’. In this case the key numerical information is contained within the description. The wrangling program searches the description string to identify key words and numbers, and the nature of the number (it could be a quantity, size or volume). It is these features along with the supermarket’s own definition which are used to classify or label the grocery items.

2.5 Classification

Classifying prices effectively is a key challenge highlighted by this pilot. We do not have a pre-defined map which links the CPI item label to the item’s description. Table 1 below demonstrates our current method of classification, based on key word searches and exclusions. The table also demonstrates the limitations of this approach.

Table 1: The Labelling Challenge

<table>
<thead>
<tr>
<th>CPI Label</th>
<th>Item description</th>
<th>Search term</th>
<th>Match</th>
<th>Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apples, dessert, per kg</td>
<td>PINK LADY APPLES 4S</td>
<td>‘APPLE*’</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Apples, dessert, per kg</td>
<td>APPLE, KIWI &amp; STRAWBERRY 160G</td>
<td>‘APPLE*’</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

In the example above, the web scraper has collected all items under the supermarket’s definition of apples (the precision of this classification varies by supermarket). The next step is to narrow the data selection to dessert apples (the CPI label). This is done via simple search and exclusion terms. In this example a simple search for the term ‘APPLE*’ is applied. This leads to a fruit multipack being incorrectly identified as a dessert apple.

One approach to the identification of this kind of error might be to search for price outliers. Misclassified prices which are not price outliers, however, are more problematic to identify. For example, one of the supermarkets includes a bottle of Rum in its Whisky category. Identification of the error is a difficult task since the price of the bottle of rum is not noticeably different from other prices in that category. This can be resolved by creating search or exclusion terms to filter out the incorrect item. However, this can only be done for manually identified misclassifications. The unknown misclassifications present a far greater challenge.
Data wrangling within ONS is still in its infancy. Better methods are needed to classify the data. Machine learning techniques are being investigated to improve accuracy and efficiency. The techniques also have the potential to simplify programming and offer a better system that is easier to test, validate and maintain. Classification challenges do not just occur in web scraped data. For example, scanner data and consumer panel data have the same issues. Hence, knowledge gained in machine learning techniques could be beneficial for other forms of price data (and, potentially, other topic areas within the ONS).

The scraping and cleaning operations described above will be covered in more detail in the Big Data Project’s forthcoming release about the pilot for web scraping price data.

3 Data limitations

Web scraping price data clearly offers a number of benefits. It has the potential to reduce collection costs, and increase the frequency and number of products that are represented in the basket. It also has the potential to deepen our understanding of price behaviour through additional and higher frequency indices.

However, the data are different (which does not imply worse) to traditionally collected price data. This means that there are a number of limitations and caveats that should be applied to the data. These prevent conclusions being drawn on supermarket’s online price behaviour or national inflation rates:

- Typically, we see very high levels of product churn (i.e. products coming in and out of stock) in high volume price data. This means that, for some items, sample sizes are very small. This problem is particularly acute where the methodology requires items to be matched over the length of the time series. In the web scraped CPI (section 4.3), for example, bananas has an average sample size of 3 and, in the unit price index, this is even lower at 2. For the weekly strawberries unit price index (section 4.1) there were no matching products over the period, so an index was not created.

- The volume of the data makes traditional cleaning methods unworkable. Work is currently underway to develop appropriate cleaning and classification procedures. These will be covered in the Big Data Project’s upcoming release, and in future updates of this research. In the data used here, however, no additional cleaning (other than the process described in section 2) has been applied (with the exception of the web scraped CPI, section 4.3). This means that there are likely to be a number of misclassifications and erroneous prices.

- Prices have only been scraped from three stores with an online presence. By contrast, in the CPI, prices are collected across a wide range of stores from across the country, accounting for any regional variations in price.

- All prices are scraped regardless of expenditure. This means that we collect the prices of all products that are available, but we do not know which products have been bought and in what quantities. This makes it necessary to treat all products equally. In traditional price collection price collectors select items that are representative of what consumers buy\(^1\), and low expenditure products would not normally be considered.

\(^1\) Price collectors use the shelf space devoted to a product, product knowledge, and engage with the retailer to identify popular items that are regularly in stock.
Moreover, prices are collected daily rather than on an index day each month, as in traditional CPI collection. Whilst the large volume of data offers many benefits in terms of increasing the number of price quotes, and decreasing the effects of outliers, this limits the extent to which comparisons may be drawn.

Products are matched across periods using product names; however, these can change over time. In traditional price collection, a price collector would easily be able to identify if a product is the same, following a change of description. Current matching methods are unable to identify description changes. Again, the volume of the data means that comparable replacements\(^2\) cannot easily be found for unmatched products, which limits the representativeness and sample sizes of some indices.

- There are a number of missing days in the data. This is caused by internet outages or, more commonly, changes in supermarket’s classifications that have made it necessary for the web scrapers to be rebuilt. In the worst case, prices for the last two weeks of June 2015 have not been collected for one supermarket. Where necessary, prices have been imputed by carrying the previous period’s prices forward (except in the GEKS index; see section 4.2).

### 4. Analysis

The web scraped data are used to construct price indices referenced to June 2014 = 100. Data before this date are not considered due to early development issues with the web scraper, which failed to collect prices on several days. Indices are calculated from the standardised price per unit (for example, the price per kilogram or price per litre). Products are not weighted by retailer in the compilation. [Published CPI weights](#) are used to produce higher level aggregates of the 35 items.

#### 4.1 Chained daily and unit price indices

There are many ways that web scraped price data could be compiled to form a price index. The high frequency of the data creates additional challenges in this respect. Traditionally, for the CPI, prices are collected once a month on index day (or the day before, or the day after index day). Here we have collected price quotes on a daily basis.

Two basic methods for constructing price indices are presented in Figure 1. One is a chained daily index, where bilateral daily indices are chained together to form a continuous index. The second is a unit price index, where an average price is calculated for the period (weekly, fortnightly or monthly), and used to construct a direct fixed basket index. As a result of using a fixed base, only products which have a unit price in all periods can be used. This significantly reduces the number of prices used in the calculation of the index. It also means that, in the future, the index will be subject to revisions as more periods of data become available. The construction of these indices is covered in detail in Appendix 1.1 and 1.2.

In both the chained daily and unit price indices we see that prices are, on average, decreasing for both food and non-alcoholic beverages, and alcoholic beverages. Decreasing food prices are consistent with what has been observed in the CPI. The CPI entered a period of approximately 0\% inflation in February 2015. Downward contributions came from falling food prices among other things. There are, of course, a number of reasons why we may not expect these indices to behave in the same way as the CPI, as discussed in section 4.3.

---

\(^2\) A product similar enough to the original that it can be considered to be the same, i.e. it will have the same base price.
For food and non-alcoholic beverages, prices decrease at a similar level in both the chained daily and unit price indices. There are, however, differences in the dynamics of the series, with some particularly large price movements in the unit price index after April 2015. By contrast, for alcoholic beverages, price movements in the chained daily and unit price indices are quite similar. The level of price decrease, however, is different, with the chained daily index sitting below the unit price index at all frequencies. This is by as much as 4.5 index points in the fortnight commencing 29\textsuperscript{th} December 2014.
Each of the methods has its drawbacks. The chained daily indices allow us to make use of as much data as possible by matching only on consecutive days. Prices for products which come in and out of stock frequently will be better captured in the chained daily indices. This is because products only need to be matched over two days, rather than over the whole period in the case of the fixed base unit price indices. However, this does not necessarily mean that the chained daily indices are a better measure of inflation. The method uses sub-annual chaining on a frequent basis. In the series presented above there are 393 separate chain links. One solution to this is to use the Gini, Eltető and Köves, and Szulc (GEKS) method for chaining. This is explored in more detail in section 4.2.

This is not an issue for a fixed base index. Only products which have a unit price in every period are included in the index calculation (a unit price is calculated if there is at least one price in the period). This reduces the sample size dramatically. This effect increases as the frequency increases. This is unsurprising as a higher frequency means that products need to match in more periods. Table 2 shows the sample sizes that were attained in ONS’s published unit price indices. For this article, a refreshed sample has been introduced in January 2015 to increase the sample size in line with current CPI practice. This is, essentially, rebasing the sample and, therefore, one chain link is necessary to form a continuous time series. This increases the sample sizes as shown in Table 2, in the refreshed sample column (note, the average of the June to January, and January to June samples is given).

Table 2: Sample sizes after matching unit prices with a June fixed base

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Previously published</th>
<th>Refreshed sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Product sample</td>
<td>Matched sample</td>
</tr>
<tr>
<td>Weekly</td>
<td>9,216</td>
<td>1,997</td>
</tr>
<tr>
<td>Fortnightly</td>
<td>7,811</td>
<td>2,100</td>
</tr>
<tr>
<td>Monthly</td>
<td>9,379</td>
<td>3,108</td>
</tr>
</tbody>
</table>

4.2 GEKS index

A GEKS index (originally proposed by Gini, Eltető, Köves and Szulc) is one possible solution to the issues with high frequency data discussed in section 4.1. The GEKS method essentially takes the geometric mean of all bilateral indices between the base period and the current period. GEKS indices are approximately free from chaining issues, such as chain drift\(^3\), but make use of as much available data as possible (see Appendix A1.3 for more detail).

As discussed in section 3, there are dates for which data are not available. For GEKS calculations these dates are not imputed and no indices are calculated for this date. If prices for a missing date are carried forward then they will have additional influence on future indices because their values are replicated in the geometric mean. Imputation should be dealt with carefully when calculating indices from high frequency, high turnover data, in order to avoid bias. The decision was made to leave gaps at this time; future developments will include approaches to impute the values without introducing bias.

---

\(^3\) Chain drift occurs when prices return to a previous level, but the chained index does not.
Misclassifications in the data will affect a GEKS index at all time points. This is because a GEKS index uses all historic information to calculate the current index. If, at a later date, classification issues are fixed, a rolling window GEKS (such as the Rolling Year GEKS, or ‘RYGEKS’ index, proposed by Diewert WE, Fox KJ, and Ivancic L, 2009) would remove erroneous classifications once the window moves past these errors. In future publications of this research, indices will be revised as classifications improve, so this should not cause ongoing problems. We cannot produce a RYGEKS index at this stage due to the short length of the price time series.

**Figure 2: Comparison of daily GEKS index with chained daily index for food and non-alcoholic beverages**

Figure 2 shows the daily GEKS index for food and alcoholic beverages plotted against the chained daily index for the same COICOP division. The GEKS index is much smoother than the chained daily index, which shows many price movements. This is unsurprising as GEKS is effectively averaging over all previous time points, which is similar to using moving averages to smooth time series data. The long-term trend is generally similar between the GEKS and chained daily indices, although the steep drop in prices shown in the chained daily index from January 2015 is not present in the GEKS index. Prices take much longer to fall. By the end of the times series the GEKS index has almost fallen to the level of the chained daily index, with just 0.7 index points separating them.

Figure 3 shows the same indices for the alcoholic beverages COICOP division. Again we see a generally smoother index from the GEKS methodology. The behaviour of the GEKS index is even
less consistent with the chained daily index here. In the GEKS index we see prices rising on average over the period. In the chained daily index we see prices falling on average over the period. This divergence appears to happen at the beginning of the series over June and July. If the index were re-referenced at this point we would likely see a similar long-term trend to the chained daily index. By the end of the time series the two indices are 5.4 index points apart. This demonstrates the impact that the choice of method can have on the index.

Figure 3: Comparison of daily GEKS index with chained daily index for alcoholic beverages

![Graph showing comparison of daily GEKS index with chained daily index for alcoholic beverages.]

Unit price indices are also compared with the GEKS and chained daily index at weekly, fortnightly and monthly frequencies (Figure 4). For food and non-alcoholic beverages we see very similar behaviour to the daily index. This is also true of alcoholic beverages; however, in the monthly index, we see prices decreasing from June 2014, rather than increasing. The movements in the monthly series remain relatively similar to other frequencies; the difference is driven by the steep increase in prices at the start of the series, which is less pronounced in the monthly series.

The only difference between the unit price index and the GEKS index is in the sample. The differences between the unit price indices and GEKS, then, can be seen as the impact of including price movements for items which appear in some, but not all, of the periods. Due to the fixed base, this is not possible in the unit price indices.

At the lower levels behaviour is mixed. Often, the GEKS indices are at roughly the same level as the unit price and chained daily indices, albeit much smoother. In other cases, the GEKS index lies above both unit price and chained daily indices. This is particularly noticeable in indices for
spreadable butter, white and wholemeal sliced bread, fromage frais, and red and white wine. Conversely the index for whole milk lies below both the unit price and chained daily indices. The charts for these indices are available in Appendix 2.

**Figure 4: Comparison of GEKS with Chained daily and unit price indices**

<table>
<thead>
<tr>
<th>Food and non-alcoholic beverages</th>
<th>Alcoholic beverages and tobacco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly</td>
<td></td>
</tr>
<tr>
<td><strong>Chained daily</strong></td>
<td><strong>GEKS</strong></td>
</tr>
<tr>
<td><strong>Unit price</strong></td>
<td><strong>GEKS</strong></td>
</tr>
<tr>
<td><strong>GEKS</strong></td>
<td><strong>GEKS</strong></td>
</tr>
<tr>
<td>2 June 2014 = 100</td>
<td>2 June 2014 = 100</td>
</tr>
<tr>
<td>2/6/14</td>
<td>2/6/14</td>
</tr>
<tr>
<td>11/8/14</td>
<td>11/8/14</td>
</tr>
<tr>
<td>20/10/14</td>
<td>20/10/14</td>
</tr>
<tr>
<td>29/12/14</td>
<td>29/12/14</td>
</tr>
<tr>
<td>9/3/15</td>
<td>9/3/15</td>
</tr>
<tr>
<td>18/5/15</td>
<td>18/5/15</td>
</tr>
<tr>
<td><strong>Fortnightly</strong></td>
<td><strong>Fortnightly</strong></td>
</tr>
<tr>
<td><strong>Chained daily</strong></td>
<td><strong>Chained daily</strong></td>
</tr>
<tr>
<td><strong>Unit price</strong></td>
<td><strong>Unit price</strong></td>
</tr>
<tr>
<td><strong>GEKS</strong></td>
<td><strong>GEKS</strong></td>
</tr>
<tr>
<td>2 June 2014 = 100</td>
<td>2 June 2014 = 100</td>
</tr>
<tr>
<td>2/6/14</td>
<td>2/6/14</td>
</tr>
<tr>
<td>11/8/14</td>
<td>11/8/14</td>
</tr>
<tr>
<td>20/10/14</td>
<td>20/10/14</td>
</tr>
<tr>
<td>29/12/14</td>
<td>29/12/14</td>
</tr>
<tr>
<td>9/3/15</td>
<td>9/3/15</td>
</tr>
<tr>
<td>18/5/15</td>
<td>18/5/15</td>
</tr>
<tr>
<td><strong>Monthly</strong></td>
<td><strong>Monthly</strong></td>
</tr>
<tr>
<td><strong>Chained daily</strong></td>
<td><strong>Chained daily</strong></td>
</tr>
<tr>
<td><strong>Unit price</strong></td>
<td><strong>Unit price</strong></td>
</tr>
<tr>
<td><strong>GEKS</strong></td>
<td><strong>GEKS</strong></td>
</tr>
<tr>
<td>June 2014 = 100</td>
<td>June 2014 = 100</td>
</tr>
<tr>
<td>Jun 14</td>
<td>Jun 14</td>
</tr>
<tr>
<td>Aug 14</td>
<td>Aug 14</td>
</tr>
<tr>
<td>Oct 14</td>
<td>Oct 14</td>
</tr>
<tr>
<td>Dec 14</td>
<td>Dec 14</td>
</tr>
<tr>
<td>Feb 15</td>
<td>Feb 15</td>
</tr>
<tr>
<td>Apr 15</td>
<td>Apr 15</td>
</tr>
<tr>
<td>Jun 15</td>
<td>Jun 15</td>
</tr>
</tbody>
</table>

The GEKS index is formed using all price quotes in the current period, and all price quotes in the base period. This methodology is different to that used for the chained daily and unit price indices, where only price quotes available in both periods are used. This has the advantage of increasing the number of available price quotes. However, this means that the presence of errors in the data can have a large impact. This is particularly noticeable in the charts for bananas and tea bags.
The large price change for bananas in December is a result of new grapes products in this period, which are classified as bananas. This results in a large erroneous price difference. The steep fall in prices for tea bags in January is due to a decimal point error. The products which have been mispriced fall out of stock over the first half of 2015. This highlights the importance of developing an effective data cleaning strategy.

The variety of different behaviours in these indices makes it hard to draw any firm conclusions. Work to understand these differences is ongoing.

4.3 Comparison with CPI

There are many reasons why it is not appropriate to draw direct comparisons between the price indices presented in sections 4.1 and 4.2, and the CPI. These reasons include differences in:

- the data collection techniques,
- where the data is collected from,
- when the data is collected,
- the magnitude of data collected, and
- the different sampling techniques.

A web scraped CPI has been developed to minimise these differences and, hence, be as comparable as possible. There are, however, still limitations to the extent to which published CPI data can be compared with the web scraped CPI. The web scraped index is constructed from data collected on index day, which are matched over the period. Any unmatched products are removed, although several measures are used to increase the matched sample (see Appendix A1.4 for more details). This includes the use of comparable replacements which are found using big data techniques. The replacements are sourced from both the matched and unmatched data (so, over time, duplicate products may be introduced).

As with traditionally collected prices, a new sample of products is selected in January. In traditional CPI collection the product sample is chosen in the base month and followed through time, with comparable replacements used as substitutes when products become unavailable. This differs from the web scraped CPI, where the product sample is chosen based on the entire time series. This effectively matches products retrospectively over time and, as a result, the web scraped CPI will be subject to revisions when new data are collected. Misclassifications in the data are manually cleaned. This means that the web scraped CPI is based on a different dataset to the indices presented in sections 4.1 and 4.2.

A special aggregate of published CPI item indices is then constructed, using only the items that have been collected in the web scraping pilot. This allows us to compare the web scraped CPI with published CPI data directly. Nevertheless, despite the steps taken, we would expect the web scraped CPI and the published CPI to be different, given that many methodological differences remain.

The results for the Food and non-alcoholic beverages Division, shown in Figure 5, suggest similar trends within both the published CPI and the web scraped CPI. At the item level, this is also the case for apples, cheddar cheese, onions, cola flavoured drinks, plain biscuits, and small, individual
yoghurts (see Appendix 2). The average difference between the two Food and non-alcoholic drinks indices is small (with a mean of 0.6 and a standard deviation of 0.6). In both indices there is a similar drop in price between June 2014 and September 2014. After this, price movements seem to occur a month earlier in the web scraped CPI than in the published CPI. Between September 2014 and January 2015 the published CPI rises quicker than the web-scraped CPI, making greater step changes. This shows that, though the long-term story is consistent, the month to month story may not be. From January 2015 onwards a lag develops between the two indices. Price changes in the web-scraped index occur a month earlier than in the published CPI index. Shifting the web scraped CPI forward by one month would show very similar price change movements after January 2015.

**Figure 5: Web scraped CPI and published CPI for food and non-alcoholic beverages**

At the lower levels, the differences between the two indices are particularly large for the following items: breakfast cereals (not sugar/chocolate), bananas, dry spaghetti, fresh/chilled orange juice, grapes, new potatoes, wholemeal sliced branded loaf, tea bags, strawberries, and yoghurt/fromage frais.

The mean average difference between the Alcoholic drinks indices is 1.5 (with a standard deviation of 1.3). This suggests that the difference between web scraped and published CPIs is, therefore, larger for the Alcoholic drinks division than for Food and non-alcoholic beverages. From Figure 6, however, we see that the Alcoholic drinks indices have very similar dynamics over time, with the two indices matching very well between September 2014 and December 2014. After this the two indices continue to show similar movements, but with greater differences in the extent to which the price changes. The main contributions to these differences are from rum, bitter, and white wine (see Appendix 2). For apple cider and red wine, the published and web scraped indices price indices are very similar.
There are some surprisingly strong similarities between the web scraped CPI and the published CPI results, despite the many differences in the collection methods. There are, however, still many problems with the web scraped data and the collection process. A longer time series of results is needed to improve our understanding of the relationship between the web scraped data and the published CPI data.

5. Matching products in real time

5.1 Split sample approach

The web-scraped CPI was developed using as similar method as possible - within the restrictions of the data - to the published CPI. One of the main challenges with this approach is being able to automatically follow the same set of products from one month to the next, across a whole year. For example, in 2014 a single day’s collection of plain biscuits produced, on average, 292 prices. It is unlikely that the same set of products will be available throughout the year. In the web-scraped CPI products are matched retrospectively to resolve this problem, and comparable replacements are sourced from both the matched and unmatched data.

Another approach would be to split the collected prices into two equally sized random samples. One sample would then be used as the price index basket, and the other would be used to draw comparable replacements from. This is similar to the approach used to measure rental prices. Figure 7 shows the results for the split sample approach\(^4\) for four different random samples. It shows that, when taking different samples, similar changes in price are observed over time. The magnitude of change, however, differs depending on the sample. This is particularly noticeable

\(^4\) The collected prices are only split if there are more than four products within a category, e.g. there is only one matched strawberry price collected in 2014 and, hence, it is not possible to split the basket in half.
between September and October 2014. This emphasises the importance of gaining a representative sample on which to base a price index.

**Figure 7: Iterations of the 50% sample approach**

Figure 8 below compares the split sample price index (the average of the four random samples) to the full sample web scraped CPI from section 4.3, and the published CPI. The split sample index for Food and non-alcoholic beverages shows more extreme price changes than the full sample web scraped and published CPIs. Moreover these price changes are often in the opposite direction to either the full sample web scraped CPI or the published CPI. The split sample index for Alcoholic beverages has more similarities with the full sample web scraped and published CPIs although, again, there are more extreme changes in prices.

**Figure 8: Comparison between the full sample approach and the 50% sample approach**

It may be that these differences stem from the reduced sample size, but without more data it is difficult to draw a firm conclusion on why this is the case. The two approaches vary only in how they follow items through time. The differences in the results, then, clearly show the difficulties that are faced when developing a methodology for use with web scraped data.

### 6. Conclusions

Since May 2014 we have been scraping prices from the websites of Tesco, Sainsbury and Waitrose. This represents a significant achievement in terms of developing innovative techniques to make use of alternative sources of price data. Over a period of 13 months we have collected
around 6,500 price quotes daily for 35 CPI items. This gives us access to unprecedented volumes of price data.

Compiling high frequency data of this nature into price indices presents a unique set of challenges to the price statistician, which must be resolved before the data can be put to effective use. The construction of basic chained daily and unit price indices demonstrates this problem. We may see differences in price levels or price dynamics depending on the choice of index compilation method or COICOP category. Clearly, the method of compilation is a very important factor in how high frequency price data should be treated! The GEKS index is one proposed solution to high frequency index number problems. Unlike the unit price index, it makes the most use of available data and, unlike the chained daily index, it does not rely on multiple chain links. GEKS indices are much smoother than chained daily or unit price indices. Whereas, in section 4.1, we typically saw increasing chained daily and decreasing unit price indices, the behaviour of the GEKS index tends to be less predictable.

We also considered how the data could be used to make comparisons with CPI data. A web scraped CPI was developed for food and non-alcoholic beverages, and alcoholic beverages. These followed traditional CPI methodology as closely as possible to minimise differences due to the data collection method. In this index we saw a similar long-term trend to published CPI data, with some differences in price movements. A split sample approach was used to understand how the web scraped CPI might evolve in real time. Under this approach, we saw that price movements appear relatively similar between samples, whereas the magnitude of the movements can vary. When compared to the full sample methodology (and published CPI data) we see some surprising differences in both the direction and magnitude of price change.

This work contributes to a growing body of research into large alternative sources of price data, and its results are useful in developing methods for scanner data, as well as web scraped data. Despite the issues faced in producing price indices, web scraped data have the potential to deepen our understanding of price movements in the groceries sector in the medium term and, in the long term, improve the way prices are collected for national consumer price indices. There remains, of course, much work to be done in this area.

7. Future work

7.1 Machine learning

Better methods are needed to classify the data. Unsupervised and supervised machine learning techniques are being investigated to improve accuracy and efficiency. These techniques also have the potential to simplify programming and offer a better system that is easier to test, validate and maintain.

Supervised techniques require a training dataset. This is created by manually inspecting and classifying a sample of data. This training dataset is used to train classification algorithms. The trained algorithms can then be used to classify unseen data. Examples of supervised learning techniques are logistic regression, neural networks or support vector machines. These techniques can be used to systematically classify prices based on their features. For example, a standard unit feature such as litres could be used to identify an item as a drink. These features can then be used to assign the item to a particular CPI category.
Unsupervised learning techniques do not require the manual creation of a training set. Two key examples of unsupervised learning are k-means clustering and principle components analysis (PCA). They can be used to infer structure from the data. K-means clustering could be used to group prices with similar features. This grouping could be then used to form a pool of substitutes to replace an item if goes out of stock or is discontinued. PCA could be used to identify the most important features. This could then be used alongside supervised classification.

7.2 Improved cleaning
Improvements to matching techniques will also be investigated. Matching on product descriptions comes with many problems, as described in Appendix A1.4. A more appropriate approach for big datasets might be to group product descriptions into subsets that are as homogeneous as possible. We can then match these subsets over time, rather than individual product descriptions. Again, K-means clustering is one technique that would allow us to do this.

In addition, the web scrapers are being edited to collect retailer’s product codes. Using these codes along with the product description should help to improve the quality of standard matching, as well as utilizing more of the available data.

A data cleaning strategy will be developed for dealing with extreme price changes, imputation and classification. All indices will be based on the same dataset, ensuring that the reasons for divergence between different indices are clear.

7.3 Additional collection
The web scrapers have been adapted to collect additional items. We will shortly begin collecting web scraped prices for all CPI food and beverages items. However, it will be some time until enough prices have been collected to form a meaningful index.

7.4 Techniques for compiling high frequency data into price indices
We will continue to explore methods for compiling high frequency indices. This includes further work with the GEKS index, possibly incorporating a rolling year window (RYGEKS), as well as other recent methods that have been developed, such as Fixed Effects Window Splice (FEWS). In addition, we have been considering how web scraped prices might be combined with representative prices chosen by expert price collectors to calculate price indices.

7.5 Future publication
We will continue to explore ways to make use of the web scraped data, whether through automating aspects of price collection, or assisting in collection of attribute information for hedonic quality adjustment. We will continue to update price indices on an ad-hoc basis, as and when progress is made in any of the above areas.

8. References

5 Product codes can be changed over time. Old product codes can also be reassigned to new items. For this reason product codes are unsuitable as the sole identifier for matching.


Appendix 1: Methodology

A1.1 Chained daily index

For a time series \( t = \{0,1,2,\ldots,T\} \), we construct daily bilateral indices. For \( n \) matched products in both periods \( t \) and \( t-1 \), priced at \( P \) pounds, we have:

\[
B_t = 100 \cdot \left( \prod_{i=1}^{n} \frac{P_{i,t}}{P_{i,t-1}} \right)^{\frac{1}{n}},
\]

for \( t = \{1,2,\ldots,T\} \), where \( B_0 = 100 \). On days where the scrapers have failed to run, prices are carried forward from the previous day. This is equivalent to imputing an index value of 100 (no change) for the missing day, \( t \):

\[
B_t = 100 \cdot \left( \prod_{i=1}^{n} \frac{P_{i,t}}{P_{i,t-1}} \right)^{\frac{1}{n}} = 100 \cdot \left( \prod_{i=1}^{n} \frac{P_{i,t-1}}{P_{i,t-1}} \right)^{\frac{1}{n}} = 100.
\]

The indices are then chained together on a daily basis. For \( t = \{1,2,\ldots,T\} \) we have:
\[ C_t = \frac{B_t \cdot C_{t-1}}{100} \]

where \( C_0 = 100 \). For indices of frequency \( F \), where \( F \) is a weekly, fortnightly or monthly period of length \( f \), we take the value of the daily index on the first day of the period.

### A1.2 Unit price index

The unit price is the total expenditure on a product, \( i \), over the period \( F \), divided by the total quantity, \( Q \), sold. Web scraped data do not provide expenditure information at the item level. Therefore we assume that expenditure shares are equal over time:

\[
\bar{P}_{F,i} = \frac{\sum_{j=1}^{f} Q_j P_j}{\sum_{j=1}^{f} Q_j} = \frac{\sum_{j=1}^{f} Q_j}{\sum_{j=1}^{f} Q_j} P_j = \frac{1}{f} \sum_{j=1}^{f} P_j.
\]

The unit price, therefore, can be thought of as simply an average price. For consistency in aggregation, we use the log of prices:

\[
\bar{P}_{F,i} = \frac{1}{f} \sum_{j=1}^{f} \ln(P_j) \Rightarrow \bar{P}_{F,i} = \left( \prod_{j=1}^{f} P_j \right)^{\frac{1}{f}}
\]

which is the geometric mean. We can then construct a fixed base index using the Jevons formula. To increase the sample size, the sample is refreshed in a secondary base period. Essentially, this means creating two indices: one index is based in period 0, the other is based in the secondary base period, \( b \), where \( t = \{1, 2, \ldots, (b - 1), b, (b + 1), \ldots, T\} \). The indices are chained together to create a continuous index:

\[
U_{F,t} = \begin{cases} 
100 \cdot \left( \prod_{i=1}^{n} \frac{\bar{P}_{F,i,t}}{\bar{P}_{F,i,0}} \right)^{\frac{1}{n}} & t \leq b \\
100 \cdot \left( \prod_{i=1}^{n} \frac{\bar{P}_{F,i,b}}{\bar{P}_{F,i,0}} \right)^{\frac{1}{n}} \cdot \left( \prod_{i=1}^{n} \frac{\bar{P}_{F,i,t}}{\bar{P}_{F,i,b}} \right)^{\frac{1}{n}} & t > b
\end{cases}
\]

where \( U_{F,0} = 100 \). For \( t \leq b \) the base period for the monthly index, is June 2014. For weekly and fortnightly indices the base period is the week commencing 2 June 2014. For \( t > b \) the secondary base period for the monthly index is January 2015. The secondary base period for the weekly and fortnightly indices is the week commencing 29 December 2014.

Note that in weeks commencing 15 June 2015 and 22 June 2015, a web scraper failure led to prices not being collected for Sainsbury. To ensure that the supermarket was represented in the matched sample from January to June 2015, prices from week commencing 8 June 2015 were imputed. This was only necessary for the weekly and fortnightly indices.
A1.3 GEKS

The GEKS index, named after its creators Gini, Eltető, Köves and Szulc, allows spatial comparisons of properties of defined regions. Comparisons of each of output of each region with all of the others are taken, and then all of these comparisons are averaged to give an overall view of the combined area. In 2009, Diewert, Fox and Ivancic modified this approach to calculate price indices in the time domain. The idea is to combine bilateral price indices between two periods with all of the historic movements in the indices. The GEKS index at time $t$ with base period $0 < t$ is:

$$GEKS_{0,t} = \prod_{j=0}^{t} (J_{0,j,t})^{1/t}.$$  

As noted previously, weighting information is not available for the web scraped price data at the lowest level of collection. In our calculations this necessitates the use of unweighted averaging of changes in price levels. We use the geometric mean of price relatives (or Jevons index number formula) to calculate each of these:

$$J_{0,t} = \left( \prod_{i=1}^{n} \frac{P_{i,t}}{P_{i,0}} \right)^{1/n}.$$  

Compiling indices using traditional methods on high frequency data is known to cause large chain drift (Diewert, Fox and Ivancic, 2009). Multilateral indices such as the GEKS are generally free of this, except in very specific cases. In those cases where there may be tangible chain drift and churn of products is high, it is possible to adjust the GEKS methodology to be approximately free of chain drift.

A1.4 CPI (using web scraped data)

Sampling by index day

The CPI collection takes place on the second or third Tuesday of every month. To emulate this, web-scraped data is sub-setted on these dates. Before any data cleaning has taken place the sample sizes are 35,980 in 2014 and 25,040 in 2015.

Classification problems

The web scrapers collect all products under a supermarket's product classification; for example, the scraper will navigate to 'Whisky' on the supermarket's website and then collect all the products under this classification. Unfortunately, the supermarkets frequently put other products under 'Whisky', such as Rum. This is a common issue across the supermarket categories. For these series, the misclassifications were removed using the experimental automated machine learning algorithm discussed in section 7.1. The classification was then checked manually for this sample to ensure accuracy.

Basket update

The CPI basket of goods and services is updated once a year in February, and the associated weights above item level are updated once a year in January. To emulate this process the same approach is taken with the web scraped CPI.
Tracking products through time

In an attempt to emulate the CPI local collection, each specific web scraped product collected from a specific retailer is followed from one month to the next. This restricts the web scraped products used to those that have been collected every month (for the 2014 and 2015 baskets separately). If a product is considered to have missing data, then it is not used in index construction. This enables every product to be followed. It is important to note that this approach effectively retrospectively matches products across time, and it will result in revisions as more time periods are included. This approach is not employed in the production of the CPI. The matching of products reduced the sample size from 35,980 to 8,640 in 2014, and 25,040 to 8,860 in 2015.

Missing data

In order to increase the number of products that can be followed through time, a variety of techniques are employed to handle missing data. These approximate current CPI processes for handling missing data as closely as possible. This also increases the sample size and reduces the probability of Not Missing At Random (NMAR) products introducing bias into the sample. These techniques are:

- **Product description.** Product descriptions collected by the web scraper are used to follow items through time. However, supermarkets make regular changes to their product descriptions, and this does not necessarily imply a change in the products quality, function or appearance. To reduce the number of times this occurs, any unnecessary words within the product description are removed; for example, the shop's name. This marginally reduced the number of unique products in 2014 and 2015; however, the sample size of matched products remained the same.

- **Collect across three days.** The Consumer Price Indices Technical Manual (ONS, 2014. p.30) states that, "in practice, local collection for the CPI, CPIH, RPI and RPIJ is carried out on the day before and day after Index Day as well as Index Day, as it is not practically possible to collect every price in one day. If it is not possible to collect a product on index day, the CPI collection would collect on the next day" (apart from fresh fruit and vegetables, which are always collected on index day itself). For the web scraped data, when a product is not collected on index day, the product is searched for the day after index day, and then the day before index day. This increased the final sample size (after all missing data techniques had been applied) from 8,640 to 21,280 in 2014 and 8,860 to 19,310 in 2015.

- **Comparable replacements.** ONS (2014, p.32) also states that, "if a chosen product is temporarily out of stock, no price is recorded and a T code is used. If it is out of stock for three consecutive months, the collector should choose a replacement product which matches the item description". The replacement product chosen by the CPI price collectors are as similar as possible to the original item chosen in that store.

A similar process using big data techniques is put in place for the web scraped data. When a product is not available on either index day, the day after index day, or the day before index day, a comparable replacement is identified within the same category of product, and from the same supermarket, from these three days. The replacement can be selected from the pool of matched or unmatched products. To choose a comparable replacement, the product description of the missing product is compared to each of the potential replacement items’ product description. This comparison is conducting using fuzzy string matching (from the Fuzzywuzzy library in Python). This measures the size of the differences between strings (product
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In cases when a sufficient match is not available from any of the three days around index day, no comparable replacement is made and the product is still classed as missing. This increased the final sample size (after all missing data techniques had been applied) from 21,280 to 21,610 in 2014 and from 19,310 to 19,450 in 2015.

- **Temporarily missing.** As stated above, if a product is missing from the CPI local collection, it is considered temporarily missing for three consecutive months. When this occurs the price from the previous month is used as a temporary price for this product. If there are still missing data after each of the previously discussed methods have been applied, then this approach is used. For the web scraped data, however, only one month of prices is brought forward. This is to minimise the introduction of fabricated stability, caused by the high churn rate of web scraped products. This increased the final sample size (after all missing data techniques had been applied) from 21,607 to 25,850 in 2014, and from 19,453 to 22,755 in 2015 (a 16.4% and 14.5% increase respectively).

- **Complete-case.** If, after applying each of the previous methods, a product is still considered to have missing data, then this product is not used. This enables every product to be followed across time and, hence, broadly comparable to CPI methodology.

### Compilation

Price indices are compiled at the lower level using the geometric mean of price relatives (the Jevons formula):

\[
S_t = \prod_{i=1}^{n} \left( \frac{P_{i,t}}{P_{i,0}} \right)^{\frac{1}{n}}.
\]

### A1.5 Aggregation

For \( I_{F,k,t} \in \{ C_{F,k,t}, U_{F,k,t}, GEKS_{F,k,t}, S_{k,t}, CPI_{k,t} \} \), where \( k \) is the COICOP Class (or Group) belonging to COICOP Group (or Division) \( K \), higher level aggregates are constructed by using published CPI expenditure weights, \( w_k \):

\[
A_{F,K,t} = \sum_{k=1}^{K} \frac{w_k}{\sum_{k=1}^{K} w_k} I_{F,k,t}.
\]

Expenditure weights are applied to the unchained indices. 2014 weights are used from June 2014 to January 2015, and 2015 weights are used from January 2015 to June 2015. The resulting aggregates are then chained at COICOP Division level. In the weekly and fortnightly series for \( I_{F,k,t} \in \{ C_{F,k,t}, U_{F,k,t}, GEKS_{F,k,t} \} \), 2015 weights are introduced in week commencing 29 December 2015. At the Division level, a single chain link is applied in January 2015. For \( I_{F,k,t} \in \{ S_{k,t}, CPI_{k,t} \} \) a double chain link is used in January and February, as in the CPI. The single and double chain links are described in detail in the [CPI technical manual](https://www.ons.gov.uk/ons/publications/statistical-manuals/cpi-technical-manual) (ONS, 2014).