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Abstract

The paper aims to present selected ideas concerning the application of Bayesian time series analysis to international migration forecasting. In the methodological part, the discussion focuses on the Bayesian framework for formal selection of forecasting models, which is one way of accounting for the uncertainty of model specification. In this approach, the subjective \textit{a priori} knowledge of the researcher concerns not only the parameters, but also particular models as such. Both types of prior beliefs are subsequently transformed into knowledge \textit{a posteriori} on the basis of information obtained from the sample of observations.

The theoretical discussion is illustrated in the paper by an empirical example of forecasts of both-way migration flows between Poland and Germany for 2005–2015, based on the aggregate data series from German population registers. The analysis covers three sets of forecasting models: simple stochastic processes – sub-models of ARMA(1,1), extensions of an AR(1) model to simplest cases with non-constant conditional variance, as well as propositions assuming a linear analogy to post-accession migratory developments in countries that joined the European Community earlier (Portugal and Spain). In each case, the outcome of the formal model selection in the Bayesian framework allows for the identification of models strongly supported by the data at hand. The Bayesian framework also enables to interpret the results with respect to uncertainty of the forecasted phenomena in coherent, probabilistic terms.

\footnote{Prepared by Jakub Bijak, Central European Forum for Migration and Population Research (j.bijak@cefmr.pan.pl).}
1. Introduction

The paper aims to present selected ideas concerning possible applications of Bayesian time series analysis in forecasting international migration among several European countries. The Bayesian paradigm ensures the formality of inference, while allowing to include the *a priori* expert judgement in the analysis, alongside with the observations. Hence, the former can supplement the data-based information for small samples characterising many time series of within-European migration. Such a research problem fits into the methodological framework of stochastic population forecasts, where uncertainty assessment forms a key issue (Keilman, 1990; Lutz, Sanderson and Scherbov, 2004), only that within the Bayesian approach probability is defined in subjective terms, as a measure of belief.

Additionally, the paper aims to contribute to the debate on simplicity and complexity of models used in population forecasting (e.g., Smith, 1997) through applying formal model selection techniques. Such methods constitute one possible way of assessing and controlling the uncertainty of model specification.

In the first, methodological part (Section 2), the discussion focuses on the Bayesian framework for a formal selection of forecasting models. The theoretical background is illustrated in Section 3 by an empirical example of forecasts of both-way migration flows between Poland and Germany for 2005–2015, for three alternative classes of models. Section 4 briefly touches upon the issue of robustness of forecasts against selected changes in the assumed prior distributions. Finally, in Section 5, the main conclusions from the analysis are offered.

2. Bayesian methodology of formal model selection

In the Bayesian approach to formal model selection, the subjective *a priori* knowledge of the researcher concerns not only the parameters, but also particular models as such. Both types of prior beliefs are subsequently transformed into knowledge *a posteriori* on the basis of information obtained from the sample of observations. The result of the selection procedure consists thus of posterior probabilities of the choice of particular models, given the data.

In forecasting, the Bayesian approach consists in calculating a predictive probability distribution of the vector of future values of the variable of interest, \( x_F \), yielded by a particular forecasting model \( M \) on the basis of an observations vector \( x \). The estimation involves the *a posteriori* information about the vector \( \theta \) of the parameters of \( M \) given data \( x \), \( p(\theta \mid x) \), which is obtained from the Bayes’ theorem as:

\[
p(\theta \mid x) = p(\theta) \cdot p(x \mid \theta) / p(x).
\]  

In (1), \( p(\theta) \) denotes subjective knowledge *a priori* about the parameters \( \theta \), embodied in a form of a probability distribution; \( p(x \mid \theta) \) is the likelihood of data given \( \theta \); and the normalising constant \( p(x) \) is found by integrating \( p(x \mid \theta) \cdot p(\theta) \) over the whole parameter space \( \Theta \). Given the above, the predictive probability distribution of \( x_F \) is calculated as:

\[
p(x_F \mid x) = \int p(x_F, \theta \mid x) \, d\theta = \int p(x_F \mid \theta, x) \cdot p(\theta \mid x) \, d\theta,
\]  

integration being carried out over the whole \( \Theta \) (Zellner, 1971: 29).
Following Osiewalski and Steel (1993), let $M_1, \ldots, M_m$ denote $m$ non-nested, mutually exclusive models, adding up to the whole model space $M$. Assuming their a priori probabilities $p(M_i)$, which reflect the researcher’s subjective intuition about plausibility of particular models for a specific forecasting task, the respective a posteriori probabilities, given the data vector $x$, are obtained from the Bayes’ Theorem as:

$$p(M_i \mid x) = \frac{p(M_i) \cdot p(x \mid M_i)}{\sum_{k \in M} p(M_k) \cdot p(x \mid M_k)}.$$  

(3)

The models can be assumed a priori as equiprobable, with $p(M_i) = 1/m$ for all $i$, or follow the Occam’s razor principle (meaning that “entities should not be multiplied unnecessarily”). In the latter case, simpler models are preferred over more complex ones, which can formally be reflected for example in prior probabilities such that $p(M_i) \propto 2^{-l_i}$, where the symbol ‘∝’ denotes proportionality and $l_i$ is the number of parameters in the $i$-th model (idem).

In the model selection problems, the Bayes’ Theorem is applied twice: to update the prior distributions of parameters $\theta_i$ for all models $M_i$ given the data $x$, following (1), and at the same time to obtain the posterior probabilities of particular models using (3). In order to accommodate the problem within the framework of the Gibbs sampling procedure, which is often used for numerical computations in Bayesian analyses, the Model Choice via Markov Chain Monte Carlo (MC$^3$) algorithm of Carlin and Chib (1995) can be applied. In the current study, the method has been implemented within the WinBUGS 1.4 software environment (Spiegelhalter et al., 2003).

The proposed procedure consists in an iterative sampling from the full conditional distributions for model-specific parameters $\theta_i$ and the model index $\mu$, repeated sequentially until convergence to an ultimate solution is reached. The full conditional distributions are given by the following equations (Carlin and Chib, 1995: 475–477):

$$p(\theta_i \mid \theta_{j \neq i}, \mu, x) \propto \begin{cases} p(x \mid \theta_i, \mu = i) \cdot p(\theta_i \mid \mu = i) & \text{for } \mu = i \\ p(\theta_i \mid \mu \neq i) & \text{for } \mu \neq i \end{cases}$$

$$p(\mu = i \mid \theta, x) = \frac{p(x \mid \theta_i, \mu = i) \cdot p(M_i) \cdot \prod_{j \in M} p(\theta_j \mid \mu = i)}{\sum_{k \in M} [p(x \mid \theta_k, \mu = k) \cdot p(M_k) \cdot \prod_{j \in M} p(\theta_j \mid \mu = k)]}.$$  

(4)

The model parameters $\theta_i$ are thus either sampled using a standard Gibbs procedure if $\mu = i$ or drawn from pre-defined linking densities (“pseudo-priors”) $p(\theta_i \mid \mu \neq i)$ otherwise. The latter can be for example the preliminary estimates of model-specific posteriors $p(\theta_i \mid \mu = i, x)$ (idem). As in all Markov Chain Monte Carlo methods, the first $S$ iterations of (4), until convergence, are discarded (the “burn-in” phase), while further $N$ are used to estimate the posterior distributions of the parameters and the model index (Casella and George, 1992: 168).

---

2 Merriam-Webster Online Dictionary: [www.m-w.com/dictionary/occam's razor](http://www.m-w.com/dictionary/occam%27s+razor), as of 23.07.2007.
3. Empirical application to Polish–German migration forecasts

The empirical example offered in the current section concerns forecasts of both-way migration flows between Poland and Germany for 2005–2015, based on the aggregate data series from the German population registers and from the Eurostat. The variable under study is a log-transformed annual migration rate, that is, the number of migrants per 1,000 inhabitants of the sending country, denoted as $m_t = \ln(M_{igt} / Pop_t \cdot 1,000)$. For all presented model selection procedures, the Occam’s razor priors $p(M_i) \propto 2^{-l_i}$ have been assumed.

The presented analysis covers three distinct sets $M$ of forecasting models, here treated separately due to different sample vectors $x$. Firstly, simple stochastic processes of different complexity and features – subclasses of ARMA(1,1), are studied. The sample is composed of 14 observations from the period 1991–2004, after socio-economic transformations in Poland and East Germany, to ensure an unchanging institutional setting. Five models are considered:

- $M_1$: $m_t = c + \varepsilon_t$ [oscillations around a constant];
- $M_2$: $m_t = c + m_{t-1} + \varepsilon_t$ [random walk with drift];
- $M_3$: $m_t = c + \phi m_{t-1} + \varepsilon_t$ [AR(1) process];
- $M_4$: $m_t = c - \theta \varepsilon_{t-1} + \varepsilon_t$ [MA(1) process];
- $M_5$: $m_t = c + \phi m_{t-1} - \theta \varepsilon_{t-1} + \varepsilon_t$ [ARMA(1,1)].

The random term $\varepsilon_t$ follows a Normal distribution $N(0, \sigma^2)$. Priors for the constants are diffuse, $c \sim N(0, 100^2)$, while the ones for the AR and MA components are more informative, with $\phi, \theta \sim N(0.5, 1^2)$, reflecting prior beliefs in a likely stationarity or time-reversibility of the relevant processes. Precision $\tau = \sigma^{-2}$ of the random term was assumed to follow a Gamma distribution $\Gamma(0.25, 0.25)$ for migration from Poland to Germany ($E\tau = 1$, $\Var \tau = 4$, very low precision), and $\Gamma(4, 0.4)$ for the opposite-direction flows ($E\tau = 10$, $\Var \tau = 25$, higher precision). These assumptions reflect prior beliefs in an uncertain character of migratory processes.

Secondly, extensions of an AR(1) model to cases with non-constant conditional variance are analysed, including ARCH(1), GARCH(1,1) and the simplest stochastic volatility (SV) models. In this case, the sample ranges over 20 years from 1985 to 2004, in an attempt to capture three periods of different institutional background and potentially also migration volatility: before, during and after the system transformation. Four models based on an autoregressive process AR(1), $m_t = c + \phi m_{t-1} + \varepsilon_t$ with $\varepsilon_t \sim N(0, \sigma^2_t)$ are analysed, where:

- $M_6$: $\sigma^2_t = \sigma^2$ [reference model with constant variance];
- $M_7$: $\sigma^2_t = k + \alpha \varepsilon_{t-1}^2$ [AR(1)-ARCH(1)];
- $M_8$: $\sigma^2_t = k + \alpha \varepsilon_{t-1}^2 + \beta \sigma^2_{t-1}$ [AR(1)-GARCH(1,1)];
- $M_9$: $\ln(\sigma^2_t) = k + \gamma \ln(\sigma^2_{t-1}) + \zeta_t; \zeta_t \sim \text{iid}N(0, \rho^2)$ [simplest AR(1)-SV].

The priors for $c$ and $\phi$ are the same as before, while for computational reasons for the remaining parameters it was assumed that: $\alpha, \beta, \gamma \sim \Gamma(10, 20), 1/\rho^2 \sim \Gamma(10, 1)$, as well as $k \sim \Gamma(1, 0.1)$. Thus, the proposed class encompasses the simplest processes either with deterministic (ARCH / GARCH) or stochastic (SV) change in conditional variance, compared with the constant-volatility reference model.

Finally, a proposition is examined (Kupiszewski, 1998) that there may exist an analogy between the Polish–German migration following the Poland’s 2004 accession to the European
Union, and migratory developments in countries that joined the EEC earlier, in particular, Portugal and Spain. The sample covers 13 years (1992–2004), as such data on respective Iberian migration rates observed 18 years earlier were available. This analogy preserves the timing between the EEC/EU accession and the opening of German labour market for respective foreigners, in the case of Poles envisaged for 2011. Consider four models:

\[
\begin{align*}
M_{10}: & \quad m_t = c + \varepsilon_t \quad [\text{reference model with no analogy}]; \\
M_{11}: & \quad m_t = c + a m_{t-18}^{PT} + b z_t + \varepsilon_t \quad [\text{analogy to Portugal, PT}]; \\
M_{12}: & \quad m_t = c + a m_{t-18}^{ES} + \varepsilon_t \quad [\text{analogy to Spain, ES}]; \\
M_{13}: & \quad m_t = c + a m_{t-18}^{IB} + b z_t + \varepsilon_t \quad [\text{analogy to both Iberian countries, IB}].
\end{align*}
\]

In \(M_{10} - M_{13}\), autoregressive random components are assumed, \(\varepsilon_t \sim \text{AR}(1)\). A binary variable \(z_t\) in \(M_{11}\) and \(M_{13}\) removes an 1984 outlier for the Portuguese migration. The prior distribution for \(a \sim \text{N}(0.5, 1^2)\) assumes a likely existence of such analogies.

The results of Bayesian model selection procedures for the three classes of models are summarised in Table 1 using the posterior probabilities \(p(M_i|x)\). In a vast majority of cases, the selected models are the only ones, for which the data enhanced the prior beliefs. One important addition is the AR(1)-SV process for German–Polish migration: its posterior probability is over two times higher than the respective \(p(M_i)\), also indicating significant data support to this model.

Table 1. Bayesian model selection results: posterior probabilities of various models

<table>
<thead>
<tr>
<th>Migration flow</th>
<th>Subclasses of ARMA(1,1)</th>
<th>Extensions of variance</th>
<th>Models with analogy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(M_1)</td>
<td>(M_2)</td>
<td>(M_3)</td>
</tr>
<tr>
<td>Poland → Germany</td>
<td>0.42</td>
<td>0.29</td>
<td>0.14</td>
</tr>
<tr>
<td>Germany → Poland</td>
<td>0.23</td>
<td>0.49</td>
<td>0.16</td>
</tr>
<tr>
<td>Model priors (p(M_i))</td>
<td>0.31</td>
<td>0.31</td>
<td>0.15</td>
</tr>
</tbody>
</table>

*Boldface* denotes highest \(p(M_i|x)\) in a given model class. Probabilities may not add up to unity due to rounding.

Source: own elaboration in WinBUGS.

Among the ARMA(1,1) sub-models, high posterior probabilities of the random walk processes and oscillations, with those for AR(1) being just around the respective priors, confirm the research intuition about a hardly predictable character of migratory processes. With respect to similarity to Iberian migration, none of the presented analogies has found enough data support. As the outcome of an analysis for models with different conditional variance indicate high posterior probabilities of the stochastic volatility models, it seems that this is not only migration, but also its own variability that can be perceived as random and uncertain. The SV models indicate that although the Occam’s razor priors favour simpler models, the procedure can also point out to more complex ones if they have enough data support. In such way, the obtained solution to the “simplicity versus complexity” dilemma offered by the proposed method is not arbitrary, but based on the information provided by the statistical data at hand.

Selected results of forecasts yielded by particular models are presented in Table 2, which shows the predicted migration rates, \(\exp(m_t)\) for 2005, 2010 and 2015, together with the jump-off observations for 2004. Along with the forecasted central tendencies, depicted by medians from the respective predictive distributions (2), uncertainty assessments are indicated using the
80-percent predictive intervals, based on the 10-percent and 90-percent quantiles from these distributions. Such an approach is widely applied in stochastic demographic forecasting3.

From a demographic viewpoint, the obtained median trajectories are plausible and indicate a stabilisation of trends rather than rapid changes. Limits of the 80-percent predictive intervals are also generally reasonable, except for the random walk and AR(1) processes, which indicates a likely non-stationary character of the latter.

Table 2. Forecasts of \( \exp(m_t) \) for 2005, 2010 and 2015: various models

<table>
<thead>
<tr>
<th>Model</th>
<th>Forecasted ( \exp(m_{2005}) )</th>
<th>Forecasted ( \exp(m_{2010}) )</th>
<th>Forecasted ( \exp(m_{2015}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%  50%  90%</td>
<td>10%  50%  90%</td>
<td>10%  50%  90%</td>
</tr>
<tr>
<td>Migration from Poland to Germany; ( \exp(m_{2004}) = 3.65 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( M_1 ): oscillation</td>
<td>1.77  2.57  3.72</td>
<td>1.78  2.57  3.71</td>
<td>1.78  2.57  3.72</td>
</tr>
<tr>
<td>( M_2 ): RWD</td>
<td>2.49  3.64  5.33</td>
<td>2.49  3.62  5.07</td>
<td>0.69  3.61  18.80</td>
</tr>
<tr>
<td>( M_3 ): AR(1)</td>
<td>1.99  3.00  4.53</td>
<td>1.64  2.67  5.02</td>
<td>1.56  2.63  5.17</td>
</tr>
<tr>
<td>( M_4 ): MA(1)</td>
<td>1.80  2.80  4.21</td>
<td>1.72  2.60  3.94</td>
<td>1.72  2.60  3.96</td>
</tr>
<tr>
<td>( M_5 ): ARMA(1,1)</td>
<td>1.97  3.09  4.81</td>
<td>1.60  2.68  5.29</td>
<td>1.53  2.65  5.46</td>
</tr>
<tr>
<td>( M_6 ): AR(1)</td>
<td>2.33  3.63  5.66</td>
<td>1.53  3.60  9.01</td>
<td>1.37  3.60  10.73</td>
</tr>
<tr>
<td>( M_7 ): - ARCH</td>
<td>2.03  3.12  4.73</td>
<td>1.63  2.55  4.13</td>
<td>1.60  2.52  4.08</td>
</tr>
<tr>
<td>( M_8 ): - GARCH</td>
<td>2.43  3.45  4.73</td>
<td>1.78  2.99  5.58</td>
<td>1.66  2.89  6.15</td>
</tr>
<tr>
<td>( M_9 ): - SV</td>
<td>2.64  3.42  4.41</td>
<td>1.74  3.31  7.18</td>
<td>1.60  3.28  8.40</td>
</tr>
<tr>
<td>( M_{10} ): no analogy</td>
<td>1.96  2.99  4.41</td>
<td>1.71  2.62  4.04</td>
<td>1.71  2.63  4.05</td>
</tr>
<tr>
<td>( M_{11} ): Portugal</td>
<td>1.99  2.99  4.42</td>
<td>1.79  2.93  4.88</td>
<td>1.77  3.24  6.22</td>
</tr>
<tr>
<td>( M_{12} ): Spain</td>
<td>1.97  2.94  4.31</td>
<td>1.77  2.76  4.34</td>
<td>1.85  2.96  4.80</td>
</tr>
<tr>
<td>( M_{13} ): both jointly</td>
<td>1.98  2.97  4.37</td>
<td>1.81  2.90  4.72</td>
<td>1.85  3.28  6.03</td>
</tr>
<tr>
<td>Migration from Germany to Poland; ( \exp(m_{2004}) = 1.27 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( M_1 ): oscillation</td>
<td>0.72  1.00  1.39</td>
<td>0.72  1.00  1.39</td>
<td>0.72  1.00  1.38</td>
</tr>
<tr>
<td>( M_2 ): RWD</td>
<td>0.91  1.25  1.71</td>
<td>0.48  1.18  2.90</td>
<td>0.28  1.12  4.36</td>
</tr>
<tr>
<td>( M_3 ): AR(1)</td>
<td>0.82  1.14  1.58</td>
<td>0.64  1.02  1.79</td>
<td>0.59  1.00  1.89</td>
</tr>
<tr>
<td>( M_4 ): MA(1)</td>
<td>0.77  1.09  1.52</td>
<td>0.70  1.01  1.45</td>
<td>0.70  1.01  1.45</td>
</tr>
<tr>
<td>( M_5 ): ARMA(1,1)</td>
<td>0.80  1.14  1.61</td>
<td>0.63  1.01  1.72</td>
<td>0.59  0.99  1.76</td>
</tr>
<tr>
<td>( M_6 ): AR(1)</td>
<td>0.90  1.26  1.76</td>
<td>0.69  1.24  2.36</td>
<td>0.63  1.24  2.71</td>
</tr>
<tr>
<td>( M_7 ): - ARCH</td>
<td>0.84  1.17  1.60</td>
<td>0.68  1.02  1.61</td>
<td>0.65  1.00  1.61</td>
</tr>
<tr>
<td>( M_8 ): - GARCH</td>
<td>0.87  1.19  1.59</td>
<td>0.64  1.04  1.79</td>
<td>0.58  1.02  1.89</td>
</tr>
<tr>
<td>( M_9 ): - SV</td>
<td>0.94  1.25  1.67</td>
<td>0.72  1.21  2.24</td>
<td>0.68  1.21  2.62</td>
</tr>
<tr>
<td>( M_{10} ): no analogy</td>
<td>0.80  1.12  1.55</td>
<td>0.69  1.01  1.48</td>
<td>0.69  1.01  1.48</td>
</tr>
<tr>
<td>( M_{11} ): Portugal</td>
<td>0.73  1.12  1.69</td>
<td>0.66  1.01  1.56</td>
<td>0.63  1.00  1.58</td>
</tr>
<tr>
<td>( M_{12} ): Spain</td>
<td>0.74  1.06  1.50</td>
<td>0.60  0.91  1.40</td>
<td>0.65  0.96  1.42</td>
</tr>
<tr>
<td>( M_{13} ): both jointly</td>
<td>0.71  1.05  1.54</td>
<td>0.61  0.94  1.45</td>
<td>0.69  1.03  1.53</td>
</tr>
</tbody>
</table>

Boldface denotes models with highest posterior probabilities under the Occam’s razor priors.


3 Justifications are given for example by Lutz, Sanderson and Scherbov (2004: 37), including that “forecast distributions are themselves uncertain at the extremities. The 80 percent intervals are far more robust to the technicalities in the forecasting methodology than the 95 percent intervals.”
Figure 1 illustrates, how the sample data modified the prior distributions for two selected parameters: the autoregression coefficient $\phi$ in model $M_3$, and precision of the random term ($\tau$) in the random-walk process $M_2$. Especially in the latter case, a shift towards higher precision (lower variance) of the statistical noise can be observed.

Figure 1. Comparison of prior and posterior distributions for selected parameters

![Graph showing comparison of prior and posterior distributions](image)

Grey lines depict the distributions *a priori* and black ones – *a posteriori*. Dashed lines are the limits of unit circles. Source: own elaboration in WinBUGS.

The predictive distributions of log-transformed migration rates yielded for 2005 by various models from the ARMA(1,1) class are illustrated in Figure 2, together with the actual observations for that year. In both cases the highest absolute *ex-post* errors have been obtained for the constant models ($M_1$), while the lowest ones – for the random walks ($M_2$). For migration from Germany to Poland a yet smaller error was yielded by the AR(1) model $M_6$.

Figure 2. Forecasts of $m_t$ for 2005 yielded by various models from the ARMA(1,1) class, compared with the actual observations

![Graph showing forecasts of migration rates](image)

Dashed lines indicate the 2005 values of log-transformed migration rates, with $\exp(m_{PL,DE}) = 4.17$, $\exp(m_{DE,PL}) = 1.28$. Source: own elaboration in WinBUGS, data for 2005: Eurostat/NewCronos.
4. Sensitivity of forecasts to selected changes in prior distributions

As Bayesian inference involves the use of judgemental prior distributions, it is important to assess the robustness of the outcome against changes in the latter. One possibility is to compare the impact of applying various competing priors on the obtained posterior or predictive distributions. In the Bayesian theory, attention is focused on “non-informative” priors, carrying as little statistical information as possible (Jeffreys, 1961). As an alternative, in practical applications “hardly informative” (vague) distributions can be used, as for example Normal $N(0, D^2)$ for structural parameters, where $D$ denotes an arbitrary large number, or Gamma $\Gamma(a, a)$ for precision parameters, with $a$ carrying small values (Congdon, 2003: 2–3, 21).

In this paper, the analysis is limited to two aspects of sensitivity to changes in the prior distributions: for the parameters and models, both treated separately. Firstly, the robustness of forecasts yielded by a handful of models is assessed, that is, by a random walk with drift (RWD) for migration from Germany to Poland, oscillations around the constant for flows from Poland to Germany, and additionally for AR(1) in both cases. In order to obtain “hardly informative” priors for the parameters mentioned above, it has been assumed that $D = 100$ and $a = 0.001$. The results for the selected models are presented in Figure 3. Black lines depict trajectories for the medians and the 80-percent predictive intervals for the respective migration rates, $\exp(m_t)$, yielded for 2005–2015 under vague prior distributions, while grey lines – trajectories obtained under more informative priors, the same as defined in Section 3.

Figure 3. Forecasts of $\exp(m_t)$ for 2005–2015 under vague and informative priors

Grey lines denote medians, as well as 10-percent and 90-percent quantiles from the predictive distributions obtained under the informative priors for parameters, while black lines – under the vague (“hardly informative”) ones.

The forecasts yielded by particular models are visibly not robust against the suggested changes in priors, especially in the context of uncertainty assessments. Due to the shortness of
time series, this outcome is consistent with the expectations. Nonetheless, the low-precision assumption is a natural premise in migration research, given the uncertain nature of the processes under study. In several instances the 80-percent predictive intervals obtained under vague priors are narrower than the intra-sample variability, and thus hardly realistic. In turn, in the case of the RWD model for migration from Germany to Poland, the intervals under informative priors are too wide, what can indicate that the prior beliefs in relatively low precision were too pessimistic. In all cases, under very modest sample-based information, the role of \textit{a priori} judgement in migration forecasts seems crucial, especially for the \textit{ex-ante} assessments of forecast errors.

Finally, robustness to model priors has been evaluated on the example of the ARMA(1,1) class, by assuming \( p(M_i) = 0.2 \) as an alternative to the Occam’s razor distribution used before. For migration from Poland to Germany, the procedure yielded \( p(M_1|\mathbf{x}) = 0.32, p(M_2|\mathbf{x}) = 0.22, p(M_3|\mathbf{x}) = 0.21, p(M_4|\mathbf{x}) = 0.16 \) and \( p(M_5|\mathbf{x}) = 0.10 \), while for flows in the opposite direction, \( p(M_1|\mathbf{x}) = 0.17, p(M_2|\mathbf{x}) = 0.37, p(M_3|\mathbf{x}) = 0.24, p(M_4|\mathbf{x}) = 0.12 \) and \( p(M_5|\mathbf{x}) = 0.10 \). Although the selected models (respectively, oscillations and RWD) are the same, the posterior probabilities are slightly different than before. Such an outcome can be also attributed to small sample sizes.

Clearly, the presented basic sensitivity assessments do not exhaust all possible analytical options, which are worth addressing in a separate study focusing for example on the robustness of the outcomes of the model selection procedures against changes in the prior distributions for the parameters and models jointly.

5. Conclusion

The outcome of formal model selection in the Bayesian framework allows for identifying models with relatively highest data support. Results yielded by the selected models, in terms of predictive distributions and intervals, enable in turn to assess the uncertainty of forecasts of the variables under study. This is especially important in predicting international migration flows, given a hardly determinate nature of the processes in question.

Moreover, the Bayesian paradigm allows to incorporate prior expert knowledge into migration forecasts in a formal way, as suggested by Willekens (1994). This seems to be another advantage of the proposed approach in the context of predicting international migration within Europe, where in many cases only short series of data are available, carrying weak sample-based statistical information. As indicated by the analysis of the robustness of forecasts against selected changes in the priors, without judgemental assumptions about the low precision of the random terms, the \textit{ex-ante} predictive intervals would be in many cases implausibly narrow.

The empirical examples also indicate that for Polish–German migration, among the three classes of models under study preference was given either to simple, unstructured processes like random walks or oscillations, or to models without any historical analogies, or finally to models with stochastic conditional variance (SV). These results support a research intuition about hardly predictable nature not only of international migration as such, but also of its uncertainty characteristics, related to heavy tails of the random term distributions. Notwithstanding, the key methodological conclusion from the presented analysis is a full support for including in migration forecasts formal assessments of uncertainty on various levels, including model specification, to which the Bayesian approach provides probabilistically-coherent tools.
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